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Abstract—As more and more applications need to analyze
unbounded data streams in a real time manner, data stream
processing platforms, such as Storm, have drawn attention of
many researchers, especially the scheduling problem. However,
there are still many challenges unnoticed or unsolved. In this
paper, we propose and implement an adaptive online scheme
to solve three important challenges of scheduling. First, how to
make scaling decision in a real time manner to handle fluctuant
load without congestion? Second, how to minimize the number
of affected workers during rescheduling while satisfying the
resource demand of each instance? We also point out that stateful
instances should not be placed on the same worker with stateless
instances. Third, currently the application performance cannot
be guaranteed because of resource contention even if the com-
putation platform implements an optimal scheduling algorithm.
In this paper, we realize resource isolation using Cgroup, and
then the performance interference caused by resource contention
is mitigated. We implement our scheduling scheme and plug it
into Storm, and our experiments demonstrate in some respects
our scheme achieves better performance than state-of-the-art
solutions.

Index Terms—resource allocation, scheduling, stream process-
ing, Storm.

I. INTRODUCTION

Nowadays, various sources such as hardware sensors or
software applications are producing continuous data streams of
large volume. People from industry and academia would like
to be able to collect and analyze these data streams to retrieve
valuable knowledge or detect anomalies in a real time manner
[1] [2]. Therefore, in these years many stream processing
programming models and computation platforms are proposed,
such as STREAM [3], Borealis [4], System S [5], StreamBase
[6], InfoSphere Streams [7], S4 (Simple Scalable Streaming
System) [8], D-Stream [9], Storm [10], Flink [11], Heron [12],
and Samza [13]. In most current streaming systems, in order
to run an application, one user needs to represent the logic of
the application as a directed acyclic graph (DAG) and specify
its requirement. An application DAG is a set of interconnected
operators, with each operator encapsulating the semantic of a
specific operation, e.g. receiving incoming tuples, conducting a
computation, or generating new outgoing tuples. The directed
edges in the DAG indicate how the tuple streams are routed
to be processed. If the user code of an operator is to compute
a result for multiple tuples it receives, the operator needs to
maintain some states when it is running, therefore it is defined
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as a stateful operator. Otherwise, the operator is defined as a
stateless operator.

The DAG models an application logically. In the physical
layer, for parallel execution, each operator needs to be appro-
priately replicated in multiple instances that split and process
the arriving tuples simultaneously. The number of instances
is referred to as the parallelism degree of the operator. These
instances are executed in one or multiple worker processes on
multiple physical machines, i.e. worker nodes.

The capacity of one streaming application, i.e. the maximum
data rate it can handle without congestion, can be affected by
many factors, such as the parallelism degree of each operator,
the capacity of each instance, and the assignment of each
operator instance to workers and worker nodes. Since the
data stream may arrive at the application at a fluctuant rate,
naturally we would like to see the capacity of the application
can adapt dynamically to the real-time rate of the data stream.
In other words, it is valuable for a streaming processing
platform to incorporate an automatic and dynamic adaptive
scheduling and enforcement algorithm to determine all the
factors mentioned above to guarantee the performance of
applications and exploit resources of physical infrastructure
efficiently.

The scheduling problem has drawn attentions from many
researchers. However, the problem has not been well solved
yet. For example, currently Storm is not able to adjust the
capacity of its applications according to their data arrival
rates automatically and adaptively. Although Storm users can
set parallelism degrees for operators in their topologies using
APIs at runtime, there are several problems. First, it is not
transparent to Storm users, i.e., users need to run the API
frequently by themselves to change the configuration of their
applications. Second, Storm users may not be aware of the
optimal parallelism degrees, and the assumption frequently
used here by researchers, i.e. the capacity is linear with
parallelism degree, may not be true. Third, the assignment
of instances to workers and worker nodes is done by the
default scheduler EvenScheduler of Storm periodically each
10 seconds, but the scheduler just assigns executors to the
configured number of workers in a round-robin manner with
the aim of producing an even allocation, which may not be
efficient. Forth, during migrations caused by re-scheduling,
the application performance would degrade and the migration
cost must be considered. Furthermore, applications of different
Storm users may have resource contention, which means their



2

application performance cannot be guaranteed.
In this paper, we propose an adaptive online scheme for

scheduling and resource enforcement on streaming processing
frameworks. In particular, we make the following contribu-
tions.
• Our scheme can make scaling decisions, i.e. determining

the amount of resources needed by each instance, in a
more timely manner to handle unexpected spikes of load
without congestions and resource wastes.

• We pinpoint that instances of stateful operators and state-
less operators should not be colocated at the same worker
in current implementations of pause-resume migration
approaches, and we propose a resource-cost-aware place-
ment algorithm that minimizes the number of affected
workers.

• Our scheme can enforce the resource allocation decisions
made by our scheduler and mitigate performance interfer-
ence caused by resource contention by isolating instances
using Cgroup [14].

We design our scheduler, implement and integrate it into
Storm. Experiments based on a popular topology WordCount
and a realistic application demonstrate that our algorithm
can adapt the capacity of one topology to its stream data
arrival rate and produce scheduling and deployment strategies
that achieve better performance, e.g. shorter completion time,
larger throughput and less loss tuples, compared to some state-
of-the-art solutions.

The remaining part of the paper is organized as follows.
Section II presents an overview of previous related work.
Section III describes the scheduling problem formally, and
introduces the framework and algorithms of our scheme. In
Section IV, we describe how we implement our scheme
on Storm, especially how we monitor the running status of
topologies and how we guarantee isolation using Cgroup. In
Section V, we conduct experiments using WordCount topology
and a realistic application topology and present various perfor-
mance statistics. We also demonstrate the necessity of resource
isolation by running an experiment. Section VI concludes our
work.

II. RELATED WORK

In recent years, the scheduling problem has drawn the
attention of many researchers, and there have been some
research efforts to revise the scaling and deployment of
topologies periodically at runtime, with the goal to optimize
performance for stream processing applications with fluctuant
loads. We summarize these research efforts from the following
three aspects of the scheduling problem, i.e., scaling decisions,
placement strategies and migration issues.

Scaling Decisions. As the arriving load fluctuates, the
amount of resources allocated to the streaming processing
application should adapt to the load to ensure that the process-
ing performance is acceptable while the resources are utilized
efficiently. Current works differ from each other in terms of
scaling dimensions and the method to determine the proper
scaling decision.

Many works try to scaling in or out by adjusting the number
of replications, i.e. parallelism degree [15][16][17][18]. The

authors of [15] focus on IBM’s System S and make its
operators to be scalable. In [16], the authors calculate the
required parallelism degree for each component based on the
estimation of its current capacity and the prediction of data
arrival rate in the next time window. In [17], once an operator
is found to be a potential bottleneck, the system would try to
increase the number of tasks by 1 for the operator. In [18],
if the estimated CPU usage per replication of one operator is
beyond a predefined threshold region, its parallelism degree
would be reconfigured.

There are also some other scaling dimensions. In [19], the
authors propose a topology-based scaling mechanism. When a
topology is overloaded, it scales by adjusting the number of the
cloned topologies or replaced by another new topology with
more tasks. In [20], the authors regulate the number of used
cores and the CPU frequency through the DVFS (Dynamic
Voltage and Frequency Scaling) function offered by modern
multicore CPUs.

The reconfigurations of parallelism degrees would cause
restarts of involved workers and degrade the application per-
formance. The topology substitution method would also result
in a long unavailable time period. Furthermore, because of
resource contention, it cannot be guaranteed that the applica-
tion performance is improved as expected when they adjust
parallelism degrees of operators or topologies. In fact, it is
regarded to be hard to formally model the resource contention
among operators or topologies [17].

The scaling of the CPU frequency proposed in [20] is only
suitable for the case in which the underlying architecture is
dedicated to the execution of one elastic parallel operator. It
cannot work if more than one operators or multiple applica-
tions are sharing the resources.

In this article, our scaling dimension is the resources allo-
cated to each replication. Storm version 1.1.1 has integrated
a resource-aware scheduler R-Storm, which enables Storm
users to specify the resource demand of each task [21].
However, the resource demand should be specified before the
topology is started, and it cannot be tuned during running.
Furthermore, R-Storm cannot guarantee that each component
really gets the specified demand during running. In our work,
we exploit Cgroup [14] to isolate instances of components.
Our solution can mitigate interferences caused by resource
contention among workers and executors, and it can work well
for streaming applications running on shared infrastructure
such as public clouds.

The method to determine the proper scaling decision can
be based on profiling approaches [17][18] or analytical models
[20][22]. In [17] and [18], the authors exploit the profiling ap-
proach to build the relationship between resource provisioning
and performance metrics of application. The profiling results
are then used to evaluate different scaling configurations,
and the best configuration would be selected. In [20] and
[22], the authors predict the performance metrics, e.g. mean
service time and mean waiting time, under different resource
provisioning using queueing theory. Profiling is argued in [17]
to be able to provide more reliable results via real experiments
than analytical abstract models. But the profiling phase takes
time.



3

Similar to [16], we predict the future load of one operator
using two models, i.e. the regression of its load in previous
sliding windows and the load of its parent operators. How-
ever, [16] just assumes that the capacity of one component
increases linearly with its parallelism degree, and it does not
consider that the amount of resources each replication really
acquires may also vary as the parallelism degree changes,
while we calculate the resource demand of each replication
directly and enforce the allocated resources of each replication
using Cgroup. Comparing to the profiling approaches and the
queueing theoretic models, our method can adapt to strongly
fluctuating load in a more timely manner. The profiling or
modelling results can be integrated into our scheme if desired,
and the integrated schemes can also enjoy the benefits brought
by scaling resources per replication and isolating resource
allocations using Cgroup.

Besides calculating resource demands, there are some other
issues in making scaling decision. For example, in [23], the
authors want to find the right point in time to scale in/out. In
[24], the authors focus on the application of spatial preference
queries and point out that the auto-scaling system should
be with a two-level architecture to cope with fluctuations of
different time-scales.

Placement Strategies. The replications of operators should
be placed on available physical servers to be executed, and
how to place them also impacts the application performance. In
summary, placement strategies can be resource-aware, traffic-
aware, and cost-aware.

Resource-aware means that only physical servers with suf-
ficient resources are considered when we place a replication.
In addition, some placement strategies would like to see that
the load is spread evenly among servers, while some other
strategies would like to minimize the number of occupied
servers. Traffic-aware means that we always want to minimize
the latency caused by transferring tuples from one operator
to its child operators. Basically, inter-node communication is
slower than inter-process communication, which is slower than
intra-process communication. Cost-aware means we should
consider the cost caused by moving replications or operators
from one place to other places.

Many placement strategies are both resource-aware and
traffic-aware [25][26][21][27][28]. In [25], Aniello et al. notice
that in some topologies where the computation latency is
dominated by tuples transfer time, limiting the number of
tuples that have to be sent and received through the network
can contribute to improve the performances. Therefore, they
propose to place in the same worker executors that communi-
cate each other with high frequency. The authors of [26] sort
executors by their loads and solve the minimization problem
for each executor one by one to find its server to minimize
inter-node and inter-process traffic while ensuring no worker
node is overloaded. They argue there should be a single
worker on one worker node for one topology. It may minimize
communication traffic, but it places stateful executors and
stateless executors on the same worker, which brings out a
negative effect of unnecessary restarts of stateful executors. In
[21], the authors select the node with the smallest Euclidean
distance, which is defined based on resource demand of

the replication, resource availability of the target node, and
the bandwidth between the target node and the predefined
Ref node. In [27], the authors formulate an Integer Linear
Programming problem which takes explicitly into account the
heterogeneity of computing and networking resources. In [28],
the authors formulate a Mixed-Integer Linear Program to find
the placement that minimizes the load imbalance among nodes,
and they also exploit heuristics to colocate two replications
with most frequent communications.

If the placement is re-evaluated and revised periodically, the
cost of re-assignment should be considered. As an instance
is migrated from its current worker to a new worker, both
involved workers must be restarted in Storm, and we need to
pause the streams directed to the migrating instance and save
the tuples in transit, so to replay them as soon as the migration
is completed. Of course during migration the application
performance degrades. The migration cost would be more
severe if the migrating instance is for a stateful operator,
because we have to extract the current state from the old
instance and restore it within the new instance. Furthermore,
the sequence of migrations must be designed carefully when a
placement transition involves migrations of multiple instances
or operators [29].

The migration of executors draws attentions of researchers,
but they mainly focus on how to guarantee that the migration
is completed in a non-destructive way and all states of the
bolt should be preserved [30][31][32][33][34]. The work [30]
is published in 2004, and it studies the migration problem
of a database stream query engine. Roughly speaking, the
migration methods can be classified into two categories. The
first category exploits a pause-and-resume approach that would
block execution during migration[31][32]. In [26], the authors
propose to introduce certain delay to ensure old workers are
not stopped until new workers are ready, which is helpful
for smooth migration procedure. The second category tries to
avoid any pause by maintaining more states, which requires
more overhead. In either category of methods, the migration
would degrade application performance. In [33], the authors
focus on SDF (synchronous data flow) based stream programs
and propose a suite of compiler and runtime techniques for
live reconfiguration without periods of zero throughput. In
[34], the authors propose two different migration approaches
and conduct experiments to study their performance. However,
in [35], the authors study five well-known frameworks and
find that none of these frameworks has not addressed all of
the issues in state management. Therefore we should avoid
unnecessary migrations, especially the instances of stateful
operators.

Some research efforts on scaling and placement are cost-
aware, i.e. taking migration cost into consideration. In [28],
the authors assume that the migration cost of one executor
is linear with the size of its state. By adding a constraint
in the formulated optimization problem, they ensure that the
total migration cost is less than a pre-defined threshold. In
[36], the authors combine the different costs into a single cost
function, such as reconfiguration cost, performance penalty
and resource cost, and then the estimated cost and prospective
benefit of the reconfiguration are used to update the Q function
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in their reinforcement learning approach. Cardellini et al.
also investigate the problem of how to minimize migration
cost while satisfying the application requirements [37]. They
formulate an optimization problem which aims to optimize a
weighted sum of the normalized QoS attributes including the
downtime.

In this work, we just try to minimize the number of
affected workers, especially the workers of stateful instances.
We design two algorithms to determine how to deal with
overloaded nodes and how to scale in.

There are some works focusing on the placement problem
in slightly different scenarios. The authors of [38] focus on
QoS-aware operator placement in geographically distributed
Storm which is operating in a dynamic environment, and they
propose a hierarchical distributed architecture. In [39], Xu Le
et al. propose a scheme named Stela to solve the deployment
optimization problem when a Storm user wants to add or
remove servers (worker nodes). The operator placement issue
also appears in Mobile Distributed Complex Event Processing
(DCEP) systems. In such systems, there are more challenges
caused by mobility, such as limited energy and moving data
producer or consumers [40].

III. SCHEDULING PROBLEM AND SOLUTION

In the logical layer, users need to specify each of their
applications as a directed acyclic graph (DAG) and submit the
DAG to the processing framework. Each DAG can be denoted
as G(N,E, T ), wherein N represents the set of all operators
in this application, E is the set of all directed edges in G,
and T is a vector which includes the number of tasks for each
operator. Let us assume Ns and Nt are two operators, i.e.
Ns, Nt ∈ N . The edge from Ns to Nt is denoted by Es,t, and
Es,t ∈ E indicates that tuples outputted from Ns would be
routed to Nt for further processing. The numbers of tasks for
Ns and Nt are specified in Ts and Tt. All these information
should be specified by users before the application is started
and cannot be changed during running.

After the application is submitted, in the physical layer, it
is the responsibility of the streaming processing framework
to determine how to schedule and execute all the tasks on
its available servers, where each server is a worker node
with limited resources. In this work, we focus on computing-
intensive applications, therefore we mainly consider CPU
resources. The problem of finding a solution to schedule and
execute all the tasks on its available servers is referred to as the
scheduling problem. Each streaming processing framework has
one or multiple schedulers to take the responsibility of solving
the problem.

Let us take Storm as an example to illustrate the physical
layer. As shown in Figure 1, in Storm, each worker node is
configured with a limited number of slots, which are basically
ports used by workers to receive messages. The number of
slots on each server is pre-configured by Storm operators and
cannot be changed after Storm is launched. Typically, it can
be set to the number of cores on the server. Each worker must
be mapped to a slot to receive message, therefore the number
of slots is in fact the maximum number of workers that can

be run on this worker node. Please note that there can be
multiple topologies running on Storm and the limited number
of slots are partitioned by the workers of all these topologies.
One topology G can spawn arbitrary number of workers on a
worker node, as long as the topology can get free slots. Each
worker spawns a number of executors to run the tasks. Each
task corresponds to only one executor, but one executor can
contain one (by default) or multiple tasks of one operator. We
can see that the number of executors has to be smaller than
or equal to the number of tasks, otherwise there would be
executors without tasks to execute. As a result, Storm users
always tend to overestimate the number of tasks when they
specify topologies in order to make sure they can increase the
number of executors without modifying their topologies when
necessary.

Fig. 1. One worker node in Storm.

Since both the arriving load and running environment can
be dynamic, one streaming processing framework may need
to change its scheduling decision to optimize the application
performance periodically.

After rescheduling, some instances might be assigned to
workers/nodes different from the previous assignment. It is
called as migrations. The application may suffer performance
degradation during migrations, i.e., some instances become
unavailable due to restarts. Therefore we should reduce the
number and influence of migrations as much as possible.

In order to develop algorithms to solve the scheduling
problem, we should understand the factors that can affect the
running performance of one streaming application. Two key
factors are listed as follows.

1) the number of instances for one operator and the amount
of resources allocated to each instance.
It is referred to as scaling decision in this paper. There
are some constraints when we make scaling decision.
The number of instances for one operator has to be
smaller than or equal to the number of tasks specified
by the DAG. Each instance can use only one CPU core
at most. Roughly speaking, in this work we propose
to spawn the maximum number of instances to enable
the largest amount of resources for future uncertainty
and adjust the resources per instance dynamically to
accommodate fluctuating loads. We also point out the
resource allocation per instance should be enforced
to guarantee the system is running as expected in a
resource-aware scheduling scheme.
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2) the assignment/placement of each instance to workers
and worker nodes.
It is referred to as placement decision in this paper.
There are at least three considerations during placement,
i.e., each instance must be able to acquire sufficient
resources, the migrations caused by rescheduling should
also be minimized, and the cost caused by communica-
tion among instances should be minimized if possible.
The consideration about communication cost makes us
to propose to use least worker nodes and workers,
as long as the worker nodes can provide sufficient
resources.

Based on the above analysis, we design our algorithms to
make scaling decision and placement decision.

A. Scaling Decision

We compute our scaling decision periodically. At ti, we col-
lect the data of running status during the (i−1)th timeslot, i.e.
[ti−1, ti]. Now we need to predict the number of tuples each
operator needs to process during ith timeslot [ti, ti+1] and
then derive the amount of resources each operator demands
during this timeslot.

1) Load Prediction: It is a usual way to predict the future
load of an operator Cj from its loads in previous φ timeslots
with a linear regression model. Let us assume the arrival rate
of tuples to Cj in timeslot k is Ljk. Mathematically, at ti,
we compute the linear coefficients aji and bji by applying the
linear least squares method as follows:

(aji , b
j
i ) = argmin

a,b

i−1∑
k=i−φ

(Ljk − (a× tk + b))2.

Let us define the predicted value of Lji as L̄ji . We compute
L̄ji as follows:

¯
Lji ≈ a

j
i × ti + bji .

Basically, here we assume the variation of load during
the timewindow [ti−φ, ti−1] is similar with the variation of
load during the timewinow [ti−φ+1, ti], which is a kind of
self-similarity. Many traffic time series in the Internet exhibit
characteristics of self-similarity [41] [42] [43] [44].

The above method provides an acceptable way to predict
future values when we have no more information about future.
For operators except spouts (i.e. operators receiving tuples
from data sources), it is possible for us to predict more accu-
rately based on more available information. We say that Cp is
a parent operator of an operator Cj if tuples outputted from
Cp would be routed to Cj for further processing. Basically,
it can be noticed that the incoming tuples to one operator are
in fact outputted by all of its parent operators. We know that
by default a tuple would be considered to be failed if it is not
completed by the whole topology within 30 seconds. From it,
we can see that in most cases the time period one tuple stays
in one operator would not be long. Therefore, we have the
following approximation for each non-spout operator Cj :

L̃ji =
∑
Cp∈Pj

(ψpi ∗ ρ
p
i ),

where ψpi = Lpi + δ
p

i .

(1)

Here, Pj is the set of all parent components of Cj . ψ
p
i is the

number of tuples Cp needs to process in the timeslot i, which
can be calculated as the prediction of Cp’s incoming load plus
the length change of its pending queue, i.e., Lpi +δ

p

i . The upper
equation means that the number of incoming tuples to Cj is
the sum of tuples produced by all Cj’s parent operators. ρpi is
the average number of tuples Cp emits to next operators for
each tuple it processes during [ti, ti+1]. Therefore, the number
of tuples Cp sends to its child operator Cj can be calculated
as ψpi ∗ ρ

p
i .

There are two important variables in the equation, δ and ρ,
and we estimate their values using the average of historical
measurements as follows:

ρpi ≈
∑i−1
k=i−φ ρ

p
k

φ

δ
p

i ≈
∑i−1
k=i−φ δ

p
k

φ
.

In order to avoid congestions as much as possible, we
propose to use the maximal value between ¯

Lji and L̃ji as the

final prediction of load, i.e., Lji = max(
¯
Lji , L̃

j
i ).

2) Resource Demand: Statistically, for an operator of a
computation-intensive application, its capacity, i.e., the number
of tuples it processes, is linear with the amount of CPU re-
sources it utilizes. Let Rjk denote the amount of CPU resources
Cj utilized during kth timeslot, which can be monitored using
Cgroup as described later. We have known that the number of
tuples Cj has processed in this timeslot is ψjk from monitoring.
Therefore, we can estimate the linear coefficient, i.e., the
average CPU resources that Cj utilizes to process one tuple
during recent φ timeslots, as follows:

κji ≈
∑i−1
k=i−φ (Rjk/ψ

j
k)

φ
(2)

Therefore, the CPU demand of Cj in the timeslot i can be
calculated as

Rji = ψji × κ
j
i . (3)

The operator Cj has Tj instances, therefore rji , the amount
of resources that each instance requests, is as follows:

rji =
Rji
Tj

(4)

Allocating exactly the resource share of rji to instances may
result two potential issues. As a queue system with a huge
number of tuples, the system tends to be less stable if the
utilization rate keeps 100 percents. Furthermore, in terms of
queue length, small deviations from theoretical ideal values
are normal in a practical environment. It would result in
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unnecessary minor changes of resource demand. Therefore,
we adjust rji in the following ways before enforcement.

First, we increase the resource share aggressively but de-
crease conservatively. If rji is larger than rji−1, we immediately
implement rji . Otherwise, we stay at rji−1 as long as the
accumulated decrease is less than θ/2. Second, we always
assign a little more resources to each executor to improve the
stability of the system. In details,

r̂ji =

⌈
rji + θ

2

θ

⌉
× θ. (5)

It can be viewed as we use θ percent of a single CPU core
as the granularity of resource allocation. Roughly speaking,
decreasing the granularity of resource allocation should be
beneficial for reducing resource waste, but increase the risk
of instability in extreme cases. θ can be set according to the
maximum acceptable (affordable) resource waste per instance.

3) The Enforcement of Resource Allocation: It is still a
problem whether the instance can get its allocation share
during running, because there are many instances from one
topology or multiple topologies on one worker node and these
instances are competing for resources. Therefore, we have to
enforce our allocation and avoid the uncertainty caused by
resource contention. We know that Cgroup can control and
monitor the resource usage of all threads. We propose to
use Cgroup to make sure that any instance cannot use more
resources than its allocation share. Since all instances only use
their own shares, performance interference caused by resource
contention can be removed.

B. Placement Considering Resource and Migration

Now we need to decide the placement of these instances
of different operators, i.e., the mapping of each instance to
worker node and worker.

There are two cases in which the placement should be
revised. First, some nodes would be overloaded in ti due to the
increasing demand of their own instances. Second, the number
of nodes can be reduced due to the decreasing total demand
of instances. Roughly speaking, the first case happens when
the arriving load is becoming heavier, while the second case
happens when the arriving load is becoming lighter.

The revision of placement would result in migration of
some instances. As one instance is migrated, its source worker
and destination worker would be restarted, and the application
performance would degrade. Such kind of migration cost must
be considered, therefore we should determine the placement
of ti based on its placement of ti−1 and try to minimize the
number of affected workers.

Furthermore, the migration of stateful instances takes longer
time than migration of stateless instances [32], because their
states have to be saved and restored before and after migrations
[45] [46]. Therefore, we should try to avoid migrations of
stateful instances.

Besides the above consideration, there are some research
efforts that have pointed out we should reduce the unnecessary
inter-node and inter-process communications to improve the
performance of one topology [26]. Therefore the total number

of nodes/workers should be minimized. As a result, we pro-
pose that there should be two workers on one worker node for
one application, one for stateful instances and one for stateless
instances. In [26], in order to minimize communication cost,
the authors suggest that there should be only a single worker
on one worker-node. Considering the following scenario. One
stateless instance e1 needs to be migrated to other nodes, and
this migration oughts to be a stateless migration. However,
stateful instances are also placed on the same worker as
e1, which makes the migration turning to a costly stateful
migration. Our proposal can avoid such kind of unnecessary
stateful migrations.

In summary, we propose the following placement guide-
lines.

1) an instance can be placed on one node only if the node
can provide sufficient resources;

2) there should be two workers on one node, for stateful
and stateless instances separately, in order to avoid
unnecessary stateful migrations;

3) the number of affected workers should be minimized
during revising the placement;

4) the number of used nodes should be minimized, to
minimize monetary cost and also the communication
cost.

Based on these guidelines, we propose heuristic algorithms
to make the placement decision. Algorithm 1 is to deal with
instances that cannot get sufficient resources without migra-
tion. Algorithm 2 presents three important functions invoked
by Algorithm 1 to find suitable target workers for migrations.
Algorithm 3 is to find whether the number of used nodes can
be reduced. We explain our ideas in these algorithms detailedly
as follows.

1) migration due to overload: For an overloaded node,
at least one worker would be affected to move out some
instances. We try these possible plans in sequence, i.e., dis-
rupting its stateless worker, disrupting its stateful worker,
or disrupting both workers. We can see that we prefer to
disrupting stateless workers when necessary and we prefer to
disrupting only one worker than two workers for one node.

After all overloaded nodes are checked, we can get a list of
disrupted workers caused by overload directly. The resources
of these disrupted workers are assumed to be released and we
will determine their placement locations and allocate resources
for them later. The next problem is where to place these
disrupted instances to solve the resource shortage.

We first try to avoid affecting any other workers. If a
node currently has no stateful (stateless) worker, or its stateful
(stateless) worker is in the list of disrupted workers, it would
be a good target for placing stateful (stateless) instances since
no extra worker is disrupted. It is shown as the function
FindZeroAffected() in our algorithms.

Then we try the case in which only the target worker is
disrupted, which is shown as the function FindOneAffected().
The target worker should be also be added to the list. Note
that for one node, we do not move a worker out to make room
for the other worker to accommodate more instances, since in
this case two workers are disrupted. As the last step, if we
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still need more resources, we have to scale out and use more
nodes, which is shown as the function FindFreeNodes().

Now we have found sufficient resources, and we can place
all instances of disrupted workers. In this step, we sort
migrated instances by breadth-first search of the DAG and
place sorted instances in sequence. In this way, neighboring
instances are likely to be placed closely. In this article, we
focus on computation-intensive applications in which commu-
nication cost minimization is with low priority.

2) try scale in: In each period, we check if the number
of used nodes can be reduced. We iteratively check the least
loaded node and see if we can move its workers and merge
them with workers on other nodes. Note that in order to limit
the migration cost, we would select only one target worker for
one migrated worker.

Algorithm 1 Migrating Instances on Overloaded Nodes
n.sl and n.sf denote the stateless worker and stateful worker of node
n. D(w) denotes the resource demand of worker w.

1: //step 1: find disrupted workers due to overload.
2: for n ∈ usedNodes do
3: if D(n.sl) +D(n.sf) > Rn then // n is overloaded
4: if D(n.sf) < Rn then
5: migrateSL.add(n.sl)
6: else if D(n.sl) < Rn then
7: migrateSF.add(n.sf)
8: else
9: migrateSL.add(n.sl)

10: migrateSF.add(n.sf)

11: RTotalsl ←
∑

∀w∈migateSL D(w)

12: RTotalsf ←
∑

∀w∈migateSF D(w)
13: //step 2: find target workers.
14: FINDZEROAFFECTED(RTotalsf , RTotalsl)
15: if RTotalsf > 0 or RTotalsl > 0 then
16: FINDONEAFFECTED(RTotalsf , RTotalsl)
17: if RTotalsf > 0 or RTotalsl > 0 then
18: FINDFREENODES(RTotalsf , RTotalsl)
19: //step 3: assign disrupted instances to usable

nodes.
20: orderedInstances ← sort instances of migrateSF and

migrateSL by bread-first search on DAG
21: orderedNodes← sort nodes by nodeID
22: for e ∈ orderedInstances do
23: place e on the first node with usable and sufficient resources

IV. IMPLEMENTATION IN STORM

In this section, we would introduce how we implement our
scheduler in Storm. Figure 2 presents the architecture of our
implementation. It is mainly composed of four modules, i.e.,
topology monitoring, scaling decision, placement decision, and
resource monitor and enforcement.
• topology monitoring: it monitors the realtime demand and

performance of the topology (application) and collects
data to learn its running status, such as the incoming data
rate, outgoing rate, execution time of tuples, and internal
structure etc.

• scaling decision: based on the data collected, it computes
the amount of resources demanded by instances.

• placement decision: it is responsible for assigning in-
stances to slots on servers.

Algorithm 2 Find target workers to acquire resources to
deal with overloaded servers.

1: function FINDZEROAFFECTED(RTotalsf , RTotalsl)
2: for n ∈ usedNodes do
3: // stateful demand first
4: if RTotalsf > 0 and (n.sf = NULL or n.sf ∈

migatedSF ) then
5: if n.sf = NULL then
6: CREATEWORKER(n.sf )
7: migrateSF.add(n.sf)

8: CpuAcquire = min(RTotalsf , n.remainingRes)
9: update RTotalsf and n.remainingRes

10: // now stateless demand
11: if RTotalsl > 0 and (n.sl = NULL or n.sl ∈

migatedSL) then
12: do the similar thing for stateless demand
13:
14: function FINDONEAFFECTED(RTotalsf , RTotalsl)
15: for n ∈ usedNodes do
16: if RTotalsf > 0 and n.remainingRes > 0 then
17: migrateSF.add(n.sf) // n.sf would be affected.
18: update RTotalsf and n.remainingRes accordingly
19: do the similar thing for stateless demand
20:
21: function FINDFREENODES(RTotalsf , RTotalsl)
22: for n ∈ notUsedNodes do
23: if RTotalsf > 0 and n.remainingRes > 0 then
24: create and migrateSF.add(n.sf)
25: update RTotalsf and n.remainingRes accordingly
26: do the similar thing for stateless demand

Algorithm 3 Try scale in to minimize the number of used
servers.
The scheduler executes this algorithm to update the placement
according to the predicted resource demands of executors.

1: while True do
2: n ← the least loaded node //n is the node with the

highest possibility to be removed
3: orderedUsedNodes ← sort nodes by their remaining re-

sources in ascending order
4: for n′ ∈ orderedUsedNodes do
5: if n′ 6= n and n′.remainingRes > D(n.sl) then
6: targetSL = n′.sl
7: update n′.remainingRes accordingly
8: if n′ 6= n and n′.remainingRes > D(n.sf) then
9: targetSF = n′.sf

10: update n′.remainingRes accordingly
11: if targetSL 6= 0 and targetSF 6= 0 then //remove n
12: place n.sf on targetSF
13: place n.sl on targetSL
14: else
15: return //exit because no node can be removed.

• resource monitor and enforcement: this module is re-
sponsible for enforcing the resources allocated to each
instance by the scaling decision module.

We plugin our scheduler in Storm by implementing the
IScheduler interface and modifying the storm.scheduler con-
figuration in storm.yaml to replace the default scheduler by our
scheduler. Storm has two types of processing nodes: Nimbus
and supervisor. The first three modules are running on Nimbus
node and complete their responsibilities using Nimbus APIs.
The last module, i.e. resource monitor and enforcement, should
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Fig. 2. Architecture of Our Implementation.

be deployed on each supervisor node.
The design of our scaling decision and placement decision

algorithms has been described in Section III. This section
mainly focuses on how we monitor the running status and
enforce our scheduling decisions using Storm APIs.

A. Topology Monitoring

As we have stated, we need to understand the internal
structure of the topology under study, monitor its running,
and collect various performance statistics. The information
collected by our topology monitoring module would be used to
predict future load to find corresponding optimal scheduling
solution (in Section III) and evaluate the performance of a
scheduling algorithm (in Section V).

TABLE I
NIMBUS APIS USED IN THIS WORK

Nimbus API Functions
Cj .get inputs() all operators sending tuples to Cj .
Cj .get common() all neighboring operators of Cj .
Cj .get emitted() the number of emitted tuples by Cj .

bolt Cj .get executed() the number of tuples processed by Cj .

spout
Cj .get complete ms avg() average time a tuple stays in Storm.

Cj .get acked() the number of tuples successfully completed.
Cj .get failed() the number of tuples that timeout.

Table I lists all Nimbus APIs used in our work. Please
note that Nimbus API provides statistics from the start of the
topology to the time point when the API is invoked. Therefore,
in order to know the statistics during [ti, ti+1], we should
subtract the data collected at ti from the data collected at
ti+1. For ease of reading, we skip this step in the following
paragraphs.

1) The internal structure of the topology: We say that Cp
is a parent operator of an operator Cj if tuples outputted from
Cp would be routed to Cj for further processing. Let Pj be
the set of all parent operators of Cj , which can be get using
Nimbus API as follows,

Pj = Cj .get inputs().

In the other direction, let Cj be the set of all child operators
of Cj . We can get Cj as follow,

Cj = Cj .get common()− Cj .get inputs().

2) Statistics of Each Operator: We monitor the number
of tuples processed and the number of tuples emitted by
each operator Cj , using Nimbus API Cj .get executed() and
Cj .get emitted().

The tuples emitted by Cp would be sent to its child operator
Cj , then we can calculate the number of tuples Cj receives
as follows,

Lj =
∑
Cp∈Pj

Cp.get emitted().

Please note Lj should be monitored by injecting measure-
ment logic into the codes of instances if its parent has multiple
child operators. If tuples are arriving with a faster speed than
Cj’s capacity, some tuples would be put in Cj’s queue. We
monitor the changes of queue length as follows,

δj = Cj .get executed()− Lj .

For each incoming tuple, there might be different number
of tuples emitted after it is processed by Cj . It is determined
by the content of the incoming tuple and the code logic of the
operator. We monitor the ratio as follows,

ρj =
Cj .get emitted()

Cj .get executed()
.

3) Statistics of the Topology: In order to evaluate the
performance of different scheduling algorithms, we need to
know the running statistics of the whole topology. In this work,
we monitor its average latency (complete time), throughput
(the number of acked) and the number of timeout (failed).
Their corresponding Nimbus APIs are listed in Table I.

B. The Enforcement of Resource Allocation

We depend on Cgroup, a function provided by the operating
system (OS) of servers, to enforce the desired resource alloca-
tion computed by us. Each executor of Storm is in fact a thread
running on a JVM of one worker node. It has three identifiers,
i.e., executor ID assigned by Storm, thread ID assigned by
JVM, and thread ID assigned by the OS of the worker node.
Cgroup runs in Linux kernel and it controls the resource usage
of all threads based on thread IDs assigned by OS. However,
during running, by directly calling Java library API, Storm can
only get thread ID assigned by JVM. Then we have to develop
a function to help Storm find out the thread ID assigned by
OS for each executor.

So we choose to ask each executor to report its own thread
ID assigned by the OS. After reading the code of Storm
project, we notice that when a thread is spawned, a function
prepare of the operator is invoked [47]. We rewrite the prepare
function to include a code segment where the thread ID is
reported to our database.

Now the challenge is how one executor obtains its own
thread ID assigned by the OS correctly. The prepare function
is written in Java and runs on jvm (java virtual machine).
The API to get thread ID in Java library returns a thread
ID on the jvm, which is not the thread ID assigned by the
operating system. The way we get the thread ID assigned by
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OS is as follows. In the prepare function, we use the JNI (Java
Native Interface) to call a function written in C programming
language, wherein we invoke the system call NR gettid to
obtain the thread ID assigned by OS. This task only needs to
be run once when the thread is spawned, so it does not affect
the performance of the topology.

After the executor reports its thread ID, the information
would be stored in the database for Cgroup to use. During
running, our scheme obtains a list of executor IDs on each
worker node using Nimbus API, finds the thread ID for each
executor ID from the database, and then controls and monitors
resource usage of the executor using its thread ID.

Figure 3 illustrates our method described above to obtain
and use thread IDs of executors for resource allocation en-
forcement. The two solid lines (with a single arrow) represent
the procedure of one executor to obtain its own thread ID and
report to database. It is invoked only once when the executor is
spawned. The two dotted lines (with double arrows) represent
the procedure of our enforcement module (Cgroup agent) to
control and monitor resource usage of executors on the worker
node. This procedure is invoked periodically.

V. EXPERIMENTS AND PERFORMANCE EVALUATION

We implement our proposed scheduling framework in Storm
released version 1.1.1, and then we deploy the system on a
cluster with three worker nodes connected using a 1000Mbps
switch. Each worker node has two Intel Xeon E5-2620 v4
CPUs, i.e. in total each node has 16 physical CPU cores. We
assign six cores for running Storm. The memory size of each
node is 128G.

In the following experiments, our topology monitor keeps
running and collects data every 10 seconds, which is also the
time interval to run the scheduling algorithm once. φ is set
to be 5, which means we predict the load of next timeslot
from previous five time slots, i.e., 50 seconds. The scaling
granularity θ is set to be 20.

We conduct experiments to evaluate our scheduling algo-
rithm using well-known data processing application (topol-
ogy), namely WordCount Topology. As shown in Figure 4, the
topology is with a linear structure which consists of one Spout
and two Bolts [48]. The spout component is the source of data
steaming, and it receives data from Kafka by subscribing the
topic of Kafka [49] and sends lines of a text file to Split.
Split bolt splits the data it receives into words and sends these
words as tuples to Count bolt using fields grouping. Count bolt
is responsible for counting up the occurrence of each word.
Here, Spout and Split are stateless components and Count is
a stateful component.

We also conduct experiments for a more realistic application
and a real data stream. We monitor all http requests going
through the border router of one dormitory region of a campus
network. The monitor agent keeps sending tuples to our
topology, and each tuple includes the information of one
http request. The topology of our application is shown in
Figure 5. The Spout receives arriving tuples from the agent
on the router. The Retrieve component retrieves a vector of
(timestamp, destination IP) from each tuple. All vectors are

sent to each of Country, ISP, and Prefix components, which
find out the geographical location (country), service provider
(ISP) and /16 prefix of the destination IP respectively. The
Country component emits (timestamp, destination country) to
the Stat.Ctry component. Stat.Ctry counts the number of visits
to each country in a recent timeslot and predicts a “normal”
value based on historical data using the sliding window
algorithm. If the visit number to one country within the recent
timeslot is too smaller or too bigger than the normal value,
it would send the information to the Alarm component. The
component Stat.ISP and Stat.Pfx work similarly as Stat.Ctry
but focus on the visit numbers to each ISP and each prefix
respectively.

As the campus network is providing critical network service
for tens of thousands of students and staff, we are not allowed
to connect our system to the router directly. We get a collected
dataset of 33 hours of December 2017 and develop a simulator
to replay them for our experiments. Furthermore, in order to
compare different schedulers under the same load, we also
have to replay HTTP traffic.

A. Evaluation Framework and Metrics

In this work, we compare scheduling performance of our
scheme with R-Storm [21]. The main reason is that R-Storm
is the only resource-aware scheduler which has been built into
Storm. We do not compare with the default scheduler because
the default scheduler has clear disadvantages. With default
scheduler, when one user submits a topology to Storm, he
should specify the number of workers used by the topology
and the number of executors for each component. The default
scheduler would put these workers and executors evenly on
all available worker nodes, which means load balancing is the
most important consideration in its scheduling. In [26], the au-
thors have pointed out the default scheduling did not consider
the negative effect of communication traffic across nodes and
processes and always used all available nodes regardless of
workload which makes it impossible to save operational cost
and electricity cost by consolidating worker nodes. In [21], the
authors also pointed out the default scheduling disregarded
resource demands and availability and therefore it can be
inefficient at times.

In the following evaluation, the parallelism degree of com-
ponents is set to be 4 for both our scheduler and R-Storm. For
R-Storm, we simulate two cases. In the first case, we set the
resources of each executor as 30% of one CPU core, while
the resources of one executor are set to be 70% in the second
case.

We simulate fluctuations of the data streaming arrival rate
by controlling the speed of writing data to Kafka topic. We
use the following metrics to evaluate the performance of a
scheduler.
• complete time: in the past 10 seconds, the average time

each tuple takes from its arrival at spout to the time
point when the tuple is processed successfully by the last
component.

• throughput: the number of tuples that are processed
successfully in the past 10 seconds.
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Fig. 3. Obtain Thread ID of Executors for Resource Enforcement.

Fig. 4. WordCount topology.

Fig. 5. The topology of HTTP traffic monitor and analyzer.

• number of failed: the number of tuples that are not
completed within 30 seconds (default value of Storm)
in the past 10 seconds.

• the number of workers and worker nodes the topology
used in past 10 seconds.

We depend on Nimbus APIs to collect statistics of the
above metrics every 10 seconds. The Nimbus APIs are
get complete ms avg(), get acked(), and get failed().

B. WordCount, Regular Fluctuations
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Fig. 6. Input stream with regular fluctuations.

In this experiment, the streaming rate is changing as shown
in Figure 6. During the first 5 minutes, we increase the data
rate linearly every 10 seconds; during the second 5 minutes,

we decrease the data rate every 10 seconds. The input stream
repeats these changes in the latter 10 minutes.

Figure 7 presents our experiment results of their scheduling
performance. R-Storm(equal) means we configure R-Storm’s
parameters to make each of its operator using equal resources
as our scheme. Please note in reality it is not easy for users
to specify demand properly. For clarity, we further calculate
the average of all metrics and show them in Table II.

From Figure 7 and Table II, we can see that our scheduler
clearly outperforms R-Storm(30) in terms of all three metrics.
The average complete time decreases from 13115.4ms to
7.6ms, which shows an improvement of almost 1725 times.
The throughput increases from 93897 to 140995, where the
improvement is 1.5 times. The number of failed tuples de-
creases from 4629 among 93897 to 699 among 140995, where
the improvement is about 10 times.

Allocating more resources to each executor obviously can
improve the performance of the topology. Comparing our
scheduler with R-Storm(70) and R-Storm(equal), we can see
that they have smaller number of failed tuples, but our
scheduler achieves a smaller complete time and a similar
throughput. The failed tuples of our scheme is caused by
migrations, and incorporating a loss-free migration mechanism
can solve the issue. On the other hand, R-Storm(70) consumes
much more resources than our scheme. R-Storm(70) always
allocates 70% of a CPU core to each executor, therefore it
needs 12 × 0.7 = 8.4 (3 components, each with 4 executors)
CPU cores in total during running, which means two worker
nodes are always demanded.

In terms of the number of workers and worker nodes, we
can see with our scheduler the topology only needs one worker
node and two workers during most of the running time. In
average, it uses 2.6 workers and 1.6 worker nodes. Using less
workers and worker nodes can reduce inter-node and inter-
process communication cost.

Figure 8 presents CPU utilizations of executors of three
components during the running of our scheduler. For executors
of one component, we plot our prediction (Equation 4), our
allocation (Equation 5), and its real utilization rate (collected
by our monitor). We can see they are trying to adapt to the
fluctuating incoming data rates.
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Fig. 7. Performance statistics of three schedulings (Regular).
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Fig. 8. Resource allocation and real usage of three components (Regular).

TABLE II
AVERAGE PERFORMANCE METRICS (REGULAR)

complete time throughput fail number

our method 7.6ms 140995 699

R-Strom(30) 13115.4ms 93897 4629

R-Strom(70) 23.9ms 142710 0

R-Storm(equal) 5079ms 143897 0

In summary, under regularly fluctuating incoming data
stream, our methods can adapt resource allocation to arrival
data rate, and thus it can achieve good performance with fewer
resources.

C. WordCount, Random Fluctuations

0 200 400 600 800 1000 1200

time(s)

0

5

10

15

20

25

k
a

fk
a

 p
ro

d
u

c
e

r 
n

u
m

Fig. 9. Input stream with random fluctuations.

In this experiment, the streaming rate is changing as shown
in Figure 9. Every 10 seconds, we generate a random integer
in [1, 25], which is the number of Kafka producers. In this
way, we get an input stream with random fluctuations. Figure
10 presents the experiment results of scheduling performance.
For clarity, we further calculate the average of all metrics and
show them in Table III.

From Figure 10 and Table III, we can see that our sched-
uler achieves a significant improvement comparing with R-
Storm(30) in terms of all performance metrics. Our scheduler
experiences a longer complete time than R-Storm(70), but it
has been 30 times better than R-Storm(equal). The throughput
is similar. Again, the failed tuples of our scheme is caused by
migrations, and incorporating a loss-free migration mechanism
can solve the issue. In terms of the number of workers and
worker nodes, with our scheduler the topology only needs
one worker node and two workers during most of the running
time. In average, our method uses 2.3 workers and 1.3 worker
nodes, which means it causes less inter-node and inter-process
communication cost and has a positive influence on the overall
performance, such as complete time and throughput.

TABLE III
PERFORMANCE METRICS (RANDOM)

complete time throughput fail number

our method 66.5ms 97474 1225

R-Strom(30) 14263ms 85097 2830

R-Strom(70) 4.8ms 107120 0

R-Strom(equal) 1857.1ms 106940 0

D. HTTP Monitor and Analyzer

The left plot of Figure 11 shows the number of HTTP
requests within consecutive 33 hours, which is the arriving
load of our HTTP monitor. The performance statistics of
experiments is presented in Figure 11 and Table IV.

In order to make comparison, we run R-Storm with three
different parameter settings. We first run R-Storm with all
available resources (6 cores ×3 servers) and monitor the CPU
usages during running. In this way, we can get roughly perfect
knowledge of the resource demand of each operator at any
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Fig. 10. Performance statistics of three schedulings (Random).
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Fig. 11. Performance statistics of HTTP monitor and analyzer.

TABLE IV
AVERAGE PERFORMANCE METRICS (HTTP)

complete time throughput fail number

our method 499ms 545530 1881

R-Strom(avg) 8385ms 497897 17391

R-Strom(max) 154.5ms 530859 0

R-Strom(equal) 638ms 530330 0

timepoint, which can be taken as a good reference to determine
settings for R-Storm. For each operator, we calculate its
average and the maximum resource demand during running,
and we set them as parameters for R-Storm(avg) and R-
Storm(max). Then we run our scheduler and make a record of
resource allocation at any time point. We calculate the total
allocated resources for each operator and set parameters to
make R-Storm consuming the equal amount of resources as
our scheduler. This experiment is named as R-Storm(equal).

Please note here we are assuming R-Storm has perfect
knowledge on resource demand, which is impossible in real-
world. To some extend it means our evaluation has been in
favor of R-Storm. As we have stated before, although R-Storm
allows users to specify their resource demands explicitly when
they submit their own topologies, what’s the optimal value to
set is still an important challenge.

Our method does not require any knowledge of traffic load
in advance. The improvement of complete time is 1.2 times,
comparing R-Storm(equal) with our method. The throughput
is even slightly better than R-Storm(max). Due to migrations
without any special handling, the failed tuples of our scheme
is larger, but incorporating a loss-free migration mechanism
can solve the issue.

E. Necessity of Resource Enforcement
There can be multiple topologies running on one Storm

platform at the same time. Currently, Storm has no mechanism
to guarantee one topology really acquires the resources it
requests, especially when there is resource contention among
multiple topologies. That is why we propose to use Cgroup to
enforce our resource allocation scheme. With Cgroup, we in
fact implement the resource isolation among topologies.

We conduct an experiment as follows. In Storm, we run
two topologies, A and B. The input streaming of A is with a
constant rate, and we specify a sufficient amount of resources
for its executors using R-Storm. B serves as a background
topology in this experiment, and its input streaming rate is
changing dynamically. B also specifies its resource demand
using R-Storm before it is started. Our goal is to study the
influence of B’s changing load on A’s performance, i.e., the
performance interference caused by resource contention.

The resulting performance statistics of A are presented in
Figure 12. Obviously, the experiment with Cgroup achieves
a much better performance than the experiment without
Cgroup. With Cgroup, A achieves shorter complete time,
larger throughput, and less failed tuples. Furthermore, these
performance metrics are more stable than the experiment
without Cgroup.

When there is no Cgroup for resource allocation, A’s
performance varies a lot, which demonstrates its performance
is affected by B’s dynamic load. Furthermore, although A
requests a sufficient amount of resources, it still experiences a
serious latency and loss rate. It is because the resources which
are expected to be used by A are in fact taken over by B.
Therefore, resource enforcement and isolation are necessary
for us to guarantee performance of a topology.

VI. CONCLUSION AND FUTURE WORK

In this work, we propose an adaptive online scheme to
schedule and enforce resource allocation in stream processing
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Fig. 12. Performance statistics of A with and without resource isolation/enforcement.

systems. Our goal is to make sure that the system can achieve
good performance under fluctuant load, e.g., less congestion
under heavy load and less resource waste under light load.
Particularly, we calculate the desired resource amount of each
executor in a more accurate and timely manner by taking both
historical data rates and internal structure of the topology into
consideration. As the load fluctuates, our heuristic placement
algorithm can deal with overloaded nodes and try scale-in
properly which can minimize the number of affected workers
and used nodes. Moreover, as far as we know, we are the first
to notice the negative effect of colocating stateful executors
and stateless executors. Therefore, we pinpoint that the place-
ment algorithm should spawn two workers, instead of a single
worker, for each topology, then the migration of stateless
executors would not result in the restart of stateful executors.
We also implement a way to enforce that executors can really
acquire their resource shares allocated by our scheduler and
the performance uncertainty caused by resource contention is
mitigated.

We implement our scheduling scheme and plug it into
Storm, and our experiments demonstrate in some respects
our scheme achieves better performance than state-of-the-art
solutions. We hope our research can provide some valuable
insights into the scheduling problem of stream processing
systems. We recognize that the mechanism to support loss-
free migrations is an important research direction, since it can
significantly improve the performance of adaptive schedulers.
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