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Abstract

Federated Learning has sparked increasing interest as a promising approach to utilize large amounts of data stored on network edge devices. Federated Averaging is the most widely accepted Federated Learning framework. In Federated Averaging, the server keeps waiting for client models to compute the global model in each round unless all client models are received or a pre-configured timer expires, therefore it suffers seriously from participant devices with weak computation and/or communication capability, which is a kind of straggler problem. In this paper we design FedPA, a framework based on partial model aggregation strategy, in which the server waits for only an appropriate number of device models (referred to as aggregation number) in each round. Our experiment shows that the accuracy loss of the aggregated global model in a single round is not significant if the aggregation number is decided carefully. We propose a waiting strategy to determine the aggregation number for each round dynamically and the aggregation number is adaptive to achieve a tradeoff between single-round training time and the expected number of rounds to reach the target accuracy. Stale models are also included during aggregation when they arrive, and their positive value and negative effect are carefully evaluated and reflected in the aggregation strategy. Experiments show that FedPA outperforms the baseline strategy FedAvg and other three algorithms named FedAsync, FLANP and AD-SG. It can work well in all scenarios with different distributions of data samples (characterized by non-IID ratio) and computation/communication capability (characterized by level of heterogeneity) among devices. Experiments also show that FedPA is robust when a certain amount of noise is added into the input from clients for privacy concerns.
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1. Introduction

It was reported that there had been 3 billion active smartphones [1] and nearly 7 billion connected Internet of Things (IoT) devices [2] all over the world, and the numbers kept increasing in these years. These devices continuously generate large volumes of data, e.g., photos, voice, keystrokes, which are valuable for machine learning applications to train better models. By using data from mobile devices or IoT devices, some machine learning applications, such as image or video classification [3][4], speech recognition [5], and Smart Keyboard [6], can significantly improve the experience of users of these services. Meanwhile, edge devices are equipped with more powerful computation capability than before. It is expected that AI components will be embedded in most end devices in the near future [7][8], which means that these end devices can participate in model training tasks and complete some computation jobs.

Federated Learning [9][10] is a model training framework in which each end device uses its own data and computation capability to train its local device model and a shared global model is generated by aggregating all local device models submitted by the participant devices in the training task. As shown in Figure 1, in each round, the server randomly selects a subset of clients and distributes model parameters to the selected clients (Step 1). These clients update the model locally using their local data and get their individual device models (Step 2). It is required that these devices should upload their device models to the server (Step 3). The server waits for these device models and aggregates the models received to obtain a global model to complete a round (Step 4). The above procedures repeat for a lot of rounds until the accuracy of the global model becomes satisfactory.

Federated learning is a promising model training framework. However, it still faces some challenges. End devices are heterogeneous and unstable. They are not dedicated to model training tasks. Therefore their performance and availability cannot be guaranteed during training. Some end devices are equipped with powerful computing capabilities and larger network bandwidth, and they can complete their local training very fast. Some devices are less powerful in computation and/or communication, and their device models will arrive at the server very late. Furthermore, some devices may go offline during training due to a lack of battery power or an unreliable network connection,
and their device models will never arrive at the server.

In Federated Learning, Federated Averaging (FedAvg) [9] is the most widely accepted algorithm, in which the server keeps waiting for client models to compute the global model unless all client models have been received or a pre-configured timer expires. Obviously, if one or some clients are very slow, the server and other devices have to be idle for a long period, which increases the training time. These slow clients are referred to as stragglers and the relevant problem is named as straggler problem.

In FedAvg, all participants are required to be synchronous, which is the reason for the straggler problem. Researchers try to propose asynchronous [11] or semi-synchronous [12] methods to mitigate or eliminate the straggler problem. However, these methods converge slowly when the data samples among end devices are unbalanced and non-IID (identically and independently distributed) [13][14][15][16].

Intuitively, if the server aggregates only the client models from fast devices in a round and starts the next round without further waiting for client models from slow devices, the training time for this single round would be shortened. However, the training accuracy of the aggregated global model in this round is in doubt, and it may require more rounds to reach a satisfactory accuracy.

We conduct experiments to see the resulting accuracy when the server only aggregates a part of participants in a round. We refer to it as partial model aggregation strategy, and the number of client models used by the server is referred to as aggregation number of this round. Experiments show that the accuracy loss is not significant if the aggregation number is decided carefully. We further notice that the accuracy of the global model under our partial aggregation strategy is affected by the distribution of data samples among devices. Roughly speaking, the accuracy loss tends to be larger under the same aggregation number when the devices are more different in terms of the data samples owned by them. We can see that how to determine the aggregation number in each round is the key problem for the performance of the partial model aggregation strategy.

Based on the above observations from the experiments, we design and implement FedPA (Federated Partial Aggregation), a framework aiming to improve the efficiency of federated learning through a partial model aggregation strategy. FedPA uses reinforcement learning agent to adaptively determine the appropriate aggregation number in each round, and the aggregation number is adaptive to the data distribution of the selected devices and the heterogeneity of device capability. By making the aggregation number in each round adaptive and dynamic, it achieves a tradeoff between the training time taken by a single round and the expected number of rounds to reach the target accuracy.

A stale model arrives later but obviously it may have valuable information to improve the accuracy of the global model in the round, especially when the local models from this device have never been aggregated in global models of earlier rounds. On the other hand, stale models are trained from expired global models, which means placing too much emphasis on stale models can have negative influence on the convergence of the training process. Therefore, FedPA utilizes stale models instead of discarding them, but weighting factors are used to reflect the value of stale models. We propose an aggregation strategy which includes both fresh models and stale models and the weighted factor is determined based on the staleness of stale models and the number of data samples they represent.

We have implemented FedPA using TensorFlow. We conduct experiments to explore the influence factors of the output of the reinforcement learning agent and the robustness of FedPA when a certain amount of noise is added into the input for privacy concerns. We evaluate its performance by conducting various federated learning tasks. Our experimental results show that our strategy outperforms traditional Federated Averaging strategy and other three algorithms called FedAsync, FLANP and AD-SGD on the CIFAR-10 dataset and the MINIST dataset. Furthermore, FedPA can work well in all scenarios with different distributions of data samples (characterized by non-IID ratio) and computation/communication capability (characterized by level of heterogeneity) among devices.

The rest of this paper is organized as follows. Section 2 summarizes related works on improving the efficiency of federated learning. In Section 3, we introduce a preliminary study on partial model aggregation, which shows the resulting accuracy when the server only aggregates a part of participants in a round and shows the influence factors to the accuracy of partial aggregation model. In Section 4, we detail the design of our FedPA framework. We present and discuss the experimental results in Section 5, and conclude this paper in Section 6.

2. Related Work

Reducing training time is an important research goal in federated learning and has attracted attention from many researchers. Parameter synchronization (Step 1 and 3 in
Figure 1) is one important bottleneck to achieve this goal. Generally said, there are two problems that significantly affect the time overhead of parameter synchronization, i.e., communication efficiency problem and straggler problem.

2.1. Improving the communication efficiency of parameter synchronization

Devices in federated learning are assumed to be located at the edge of the Internet, and the communication resource between a device and the server is often very limited and should be used efficiently. Therefore, improving the communication efficiency of parameter synchronization is recognized as an important research problem and many researchers try to accelerate the training process by reducing the data volume of the communication for parameter synchronization.

For example, some works have proposed to compress the trained models and then the size of parameters to be synchronized is reduced [17][18][19][20][21]. The authors of [22] and [23] proposed to have clients perform multiple epochs (instead of a single epoch) of local training in each individual round of global aggregation. In this way, the frequency of parameter synchronization is reduced and thus the data volume of the communication is reduced. The authors of [24] proposed that the communication caused by insignificant updates should be eliminated to reduce the communication overhead. In their solution, the gradient updates of the local model should be accumulated, and an updated device model is sent out until the accumulation exceeds a preset “significance threshold”.

2.2. Straggler problem

Straggler problem is a conventional problem in the area of parallel computing and has been noticed in distributed learning systems [25][26][27][28][29]. For example, an asynchronous solution is proposed in [26]. In this solution, the server updates the global model immediately once a single client model is collected. The updated global model is distributed to the client that sends the client model, and then the client can continue for the next round. In this way, fast clients do not need to wait for slow devices, and the straggler problem can be mitigated theoretically, but the training process may converge slowly or even develop incorrectly if the data distribution among devices is not independent and identical.

The straggler problem can be more serious in federated learning with massive mobile devices. In this scenario, the performance difference between fast mobile devices and slow mobile devices can be very large (tends to be much larger than the difference between two virtual machines in a data center), which means that fast devices need to wait for a longer period of time. The data distribution among devices is not independent and identical in this scenario [13][2], which brings challenges to asynchronous methods.

There are some research works on straggler problem in federated learning with mobile devices. There are mainly two ideas. The first one is to avoid selecting slow nodes (stragglers) in each round. The second is that the server does not wait for slow nodes in a round before entering the next round and stale models from stragglers can be aggregated into the global model when they arrive later.

As for the first idea, Nishio et.al [30] proposed FedCS, a protocol that estimates the completion time of each device and filters out slow devices in the client selection phase. This method has a potential risk that the final global model has serious bias and overfits to the data in the devices with high performance. FLANP, proposed by Reisizadeh et.al [31], sorts client nodes from fast to slow according to their completion time. It uses first several fast nodes for warm-up training, and gradually doubles the number of participants in the training process until the model reaches a satisfactory accuracy. FLANP always chooses participant nodes from fast to slow in each round and waits for all participants to return results before entering the next round. Thus, the global model at the warm-up phase has potential to overfit to the data in those fast nodes in non-IID scenarios and FLANP may suffer from stragglers when the number of participants is large.

As for the second idea, FedAsync, proposed by Xie et.al [11], is a total-asynchronous method. Similar to [26], this method also converges very slowly (even cannot converge), especially when the data distribution among devices is not independent and identical. SAFA, proposed by Wu et.al [12], asks all clients to train local models in each round and do not wait for those straggler nodes in each round. It aggregates normal and stale models without considering the negative impact of stale models. SAFA assumes that the client devices have sufficient energy and computation resources. In this paper, we believe it is more practical and reasonable that mobile devices have limited computation and energy resources. Therefore, in each round, our method only requires a sampled subset of clients to train local models, which is similar to FedAvg [9]. AD-SGD, proposed by Li et.al [32], aggregates normal and stale models to speed up convergence. The AD-SGD algorithm needs Hessian approximation matrices to mitigate the negative impact of stale models. Therefore, this algorithm requires clients to transmit model parameters and gradient parameters to the server in each round, which means the volume of transmitted data is 2X of FedAvg and FedPA. In the WAN scenario, bandwidth resources are scarce and data transmission is time-consuming. Transmitting more data means more time needs to be spent on transmission.

3. Preliminary Study on Partial Model Aggregation

FedAvg suffers from stragglers seriously and each single round is likely to take a long time because it tries to aggregate models from all participants in each individual round. At the other extreme, FedAsync updates the global model once it receives a single device model. A single round is
completed very fast but it has a slow convergence rate, i.e., it tends to need a lot of rounds to complete the total training successfully.

It is natural to ask whether we can aggregate models from a part of participants in each round and start the next round without further waiting for more client models. We refer to it as partial model aggregation. The key problem in this approach is how many models shall be waited before entering the next round.

In this section, we first present the concept of partial model aggregation mathematically. Then we conduct experiments to see the results of partial aggregation in a single round and explore the factors that have influence on the selection of aggregation number, which helps the subsequent method design.

### 3.1. The concept of partial model aggregation

The goal of machine learning is to solve the following equation to get the optimal model parameters \( w^* \),

\[
    w^* = \arg \min_w \frac{1}{|D|} \sum_{(x_i, y_i) \in D} f(w; x_i, y_i),
\]

where \( w \) is the parameter of the model, \( D \) is the set of data samples, and \( f(w; x_i, y_i) \) is the loss function, representing the loss of inference on data sample \((x_i, y_i)\) by model \( w \).

In federated learning, each device \( k \) (\( k \in [1, N] \)) has a subset of data samples, denoted by \( D_k \). Using data samples in \( D_k \), each device can train a local device model \( w_k \). As devices have different data samples, the device models they get would be different. The server aggregates these models to generate a global model and expect the global model can approximately solve the Equation 1. To improve the optimality of the solution achieved from aggregation, the local training and global aggregation are conducted for a lot of rounds. Mathematically, the process of conventional federated learning algorithm can be described as follows.

In each round \( t \), the server randomly selects a subset \( C_t \) of devices to participate, where \( |C_t| < N \). Each selected device \( k \) receives the aggregated model of the last round (denoted by \( w_{t-1} \)) from the server and train an updated local model \( w_t^k \) using Stochastic Gradient Descent (SGD) algorithm as follows. Note that each device can perform training of multiple epochs \( E \) configured by the algorithm. We represent \( w_{k, \tau} \) as the model trained at \( \tau \)-th epoch. Intuitively, \( w_{k,0} \) is the model each device receives, i.e. \( w_{t-1} \) and \( w_{k, E}^t \) is the updated local model \( w_t^k \).

**local training:**

\[
    w_{t}^{k, \tau} = w_{t}^{k, \tau-1} - \eta \sum_{(x_i, y_i) \in D_k} \nabla f(w_{t}^{k, \tau-1}; x_i, y_i), \tau \in [1, E]
\]

where \( \eta \) is the configured learning rate of the algorithm.

The server waits for the local models from these devices \( k \in C_t \), and aggregates them to obtain an updated global model of round \( t \). Mathematically, we denote the global aggregation as follows.

**global aggregation (all participants):**

\[
    w_t = \mathcal{A}([w_t^k \forall k \in C_t])
\]

To mitigate the impact of stragglers, partial aggregation strategy waits for and aggregates only a part of device models that arrive early. Mathematically, let \( S(C_t, m) \) be the set of the earliest \( m \) devices in the set of selected devices \( C_t \), and in partial aggregation we have

**global aggregation (part of participants):**

\[
    w_t(m_t) = \mathcal{A}([w_t^k \forall k \in S(C_t, m_t)])
\]

where \( m_t \) is the number of device models that should take part in the global aggregation and we define the model \( w_t(m_t) \) as \( m_t \)-aggregated model. Please note that \( C_t = S(C_t, |C_t|) \) and \( w_t = w_t(|C_t|) \) and we define the model \( w_t(|C_t|) \) as full aggregated model.

For each round \( t \), if we can find a \( m_t \) smaller than \( |C_t| \) and \( w_t(m_t) \) does not lose much precision, the concept of partial aggregation might be a feasible solution to the straggler problem.

The distribution of data samples among devices may have an influence on the precision of \( w_t(m_t) \) and the significance of each individual device model. Intuitively, if a device has a special set of data samples (i.e., other devices do not have), its device model might be very important for reducing deviation of the aggregated model. As for the distribution of training data, data is said to be independent and identical distribution (IID) if it is sampled independently from the same joint probability distribution of data features and labels. All devices will have roughly the same percentage of data of each label if the training data is IID. Otherwise, it is said to be non-IID.

In order to evaluate the precision of \( w_t(m_t) \), we compare it to a “benchmark”, i.e., the full aggregated model \( w_t(|C_t|) \). Let \( D(w_1, w_2) \) denote the distance between two models and we use the Manhattan distance to calculate \( D \). Mathematically we have

\[
    D(w_1, w_2) = ||w_1 - w_2||
\]

Then the deviation of \( w_t(m) \) can be denoted by

\[
    \theta_t^m = D(w_t(m), w_t(|C_t|)),
\]

which is the distance between the \( m \)-aggregated global model in round \( t \) and the global model aggregated from all participants in this round.

In the following subsections, we conduct experiments to see how the deviation of \( m \)-aggregated model (i.e., \( \theta_t^m \)) changes in each round \( t \) and the impact of unbalanced data distribution on the deviation.

### 3.2. Experiment settings

In the experiments, we use TensorFlow to train a two-layer CNN [33] model on the CIFAR-10 dataset. There
are 100 devices in total, and each device is simulated by a thread. The local training and global aggregation are repeated for 50 rounds, i.e., \( t \in [1, 50] \). In each round \( t \), the server randomly selects 30 clients to participate, i.e., \( |C_t| = 30 \). Our server exploits FedAvg, a commonly used aggregation method in federated learning, to aggregate device models to obtain a partially-aggregated or full-aggregated global model.

As for IID and non-IID settings, we use a similar approach to [34] to generate data samples for each device. In the case of IID setting, data samples are randomly allocated to 100 devices and thus data samples of all devices have similar distribution among the 10 labels. In the case of non-IID setting, for each label, we retrieve \( \sigma \) (\( 0.1 < \sigma \leq 1 \)) percentage of data samples with this label and evenly assign them to 10 random devices. The remaining samples with this label are assigned to the other 90 devices randomly. We repeat this process for all 10 labels. In this way, the selected 10 devices tend to have more samples with this label than other devices, and they also tend to have more samples with this label than other labels in the same device. \( \sigma \) can be tuned to control the degree of non-IID, and we name this parameter as non-IID ratio. As \( \sigma \) increases, it is more likely for an individual device model to be significant for reducing deviation of the global aggregated model.

We conduct experiments for two scenarios, i.e., IID and non-IID (\( \sigma = 0.5 \)) respectively.

### 3.3. Experiment results

#### 3.3.1. Deviation of partial aggregated model

We plot the deviation of partial aggregated model \( \theta^m_t \) for different \( t \) and \( m \) in Figure 2. The \( x \) axis is labeled with the round index \( t \) (\( t \in [1, 50] \)). Please remind that \( |C_t| = 30 \) for all \( t \). Therefore there are 30 points in a single round and each point represents a \( \theta^m_t \) (\( m \in [1, 30] \)). We skip \( m \) in the label of \( x \) axis for brevity. From Figure 2, we can see that the deviation of partial aggregated model \( \theta^m_t \) is large at the beginning but decreases quickly as \( m \) increases in each round under both scenarios of IID and non-IID, which means the first some device models have been able to derive a relatively good aggregated model.

It can be seen that the contribution of each later device model to reduce the deviation of the aggregated model is small and negligible in almost all rounds.

#### 3.3.2. Deviation caused by partial aggregation under different non-IID ratio

As we have mentioned, intuitively the partial aggregation may cause a larger deviation in a scenario with a larger non-IID ratio. We would like to examine whether this intuition is true.
The experiments with different non-IID ratios take different number of rounds to converge at a satisfactory accuracy. To enable the comparison between training tasks with different convergence rates, we use model accuracy (the accuracy of the full aggregated model $w_{t}(C_{1})$ on the validation set) instead of the index of round ($t$) to align the rounds for comparison. For example, we compare the 12-th round of the IID scenario with the 15-th round of the non-IID scenario with $\sigma = 0.5$ since they can reach the approximately same model accuracy (30%) in this experiment. It can be viewed as that we use model accuracy as an indicator of the progress percentage of a training task and we define the accuracy as training progress percentage. We compare the deviation when the two scenarios have the same progress percentage.

We plot the deviation $\theta_{m}^{t}$ and the accuracy of the global model in the round $t$ in Figure 3. We show the results for $m = 1$, $m = 5$ and $m = 15$. We can see that the deviation $\theta_{m}^{t}$ for a fixed $m$ roughly increases as the training approaches completion, which has been demonstrated by the gray lines in Figure 2. It means that \textit{if we want to limit the deviation caused by partial aggregation, we have to use a larger $m$ in a later round}. Furthermore, for fixed model accuracy (suggesting the same progress percentage), the non-IID scenario always has a larger deviation under the same $m$. It means we \textit{should use a larger $m$ to limit the deviation when the data sample distribution is non-IID.}

3.3.3. Summary of observations

Our observations can be summarized as follows and these observations inspire the subsequent method design.

First, partial aggregation is a promising approach because the first some arrived device models in each round have been able to derive a relatively good aggregated model, with only small precision loss. The contribution of arriving device models follows the law of diminishing marginal utility evidently.

Second, how many models shall be waited should be carefully determined. A fixed value may not be suitable. At least two factors must be taken into account, \textit{i.e.}, non-IID ratio and training progress percentage. In order to keep the deviation under an expected value in each single round, the server needs to wait for more device models when non-IID ratio is higher or when the training task approaches completion.

4. Implementation of Partial Aggregation Federated Learning

The experiments described in Section 3 demonstrate that partial aggregation can reduce the training time of a single round without losing much precision, which indicates that partial aggregation is a promising approach to accelerate the whole training process. At the same time, the experiments also show that the aggregation number of each round (\textit{i.e.}, $m_{t}$) should be a key to the performance of partial aggregation. We name this issue as \textit{waiting strategy}. The other key issue is that how to aggregate all received device models to obtain the global model for the next round (\textit{i.e.}, $A$), which is named as \textit{aggregation strategy}.

Let us assume that a device $k$ receives the global model aggregated in round $t - 1$ (\textit{i.e.}, $w_{t-1}$). It conducts local training starting from $w_{t-1}$ and gets an updated device model. This device model is expected to be used in the aggregation of round $t$, therefore it is regarded as a device model of round $t$. Assume that the server is waiting for device models to conduct aggregation to obtain the global model of round $t'$ when a device model of round $t$ arrives. If $t' = t$, the device model is called as a \textit{fresh model}. Otherwise, we have $t' > t$, which means the device model arrives later than expected, and it is called \textit{stale model} and $t' - t$ is used to measure the \textit{staleness} of the device model.

A stale model arrives later than expected, but obviously it may have valuable information to improve the precision of the global model in the round, especially when the local models from this device have never been aggregated in global models of earlier rounds. Furthermore, if only fresh models are considered in the aggregation, the obtained global models tend to overfit the data samples in the devices that are always fast, and the samples in slow devices cannot make contribution to the global models, which degrades the training accuracy. Therefore, stale models must be considered during aggregation. On the other hand, since stale models are trained from expired global models, placing too much emphasis on stale models can have negative influence on the convergence of the training process. If the staleness exceeds the tolerance range predefined, the device model should not participate in aggregation. In other words, stale models provide corrections to the optimization direction of the global model, but they also drag down the training progress. How to efficiently use stale models is the key issue in designing the aggregation strategy.

In summary, there are two key problems in our partial aggregation federated learning system as follows.

- \textit{Waiting strategy}, \textit{i.e.}, How to determine the aggregation number of a round?
- \textit{Aggregation strategy}, \textit{i.e.}, How to aggregate the collected client models, either fresh or stale, to derive the global model in a round?

In this section, we will describe how we solve the above two problems and implement our federated learning system.

4.1. Waiting strategy: determining aggregation number via reinforcement learning

Our partially-aggregation federated learning is in fact a Markov Decision Process (MDP). In each round, the server
performs an action to determine the aggregation number of this round. Then the server derives a global model by aggregating received device models and this process changes the state of the training progress. The goal is to help the server find an appropriate action to minimize the total training time to reach the required model accuracy.

4.1.1. DRL (Deep Reinforcement Learning)

Reinforcement learning (RL) is a well-known popular method to analyze problems related to MDP [35]. RL aims to enable an agent to take the best action according to the current state to maximize its long-term gains. The recent success of RL [36, 37, 38] shows that RL agent can learn from the interaction with a complex and dynamic environment. The interaction between the agent’s action and state through the environment is denoted by a sequence of 

\[(s, a, r, s')\text{ (state, action, reward, new state)}.\]

At each time step \(t\), the agent observes the current state \(s_t\) and chooses the action \(a_t\) accordingly. Its action interacts with the environment and transforms the system into a new state \(s_{t+1}\). By transforming to a new state, the system might be more close to the goal, which means the action produces a reward, denoted by \(r_t\). The reward of action can be negative. By obtaining and analyzing a series of traces \((s_t, a_t, r_t, s_{t+1})\), a RL agent can learn the best action when facing any state to maximize long-term gains, i.e., the cumulative discounted reward

\[R = \sum_{i=1}^{T} \gamma^{i-1} r_t,\]

where \(\gamma\) is a factor discounting future reward and \(T\) is the total number of state transitions.

In the traditional value-based RL algorithm, the agent maintains a \(Q(s_t, a_t)\) value table, which stores an estimation of the expected cumulative reward achieved by performing the action \(a\) at the state \(s_t\). Assuming the table has been known, at each state \(s_t\), the agent searches the \(Q\) value table and finds the best action \(a_t = \text{arg max } Q(s_t, a)\).

When the state space is continuous or large, it is impractical to store all the information by using \(Q\) value table alone, and deep neural network (DNN) can be used as an approximation for the \(Q\) value table, which is referred to as Deep Reinforcement Learning (DRL). DRL trains a deep neural network \(\phi\) to predict \(Q\) values by calculating the function \(Q(s_t, a; \phi)\), and \(\phi\) should be able to minimize the MSE loss of prediction \(l(\phi)\). Mathematically, the MSE loss of a network \(\phi\) is defined as follows.

\[l(\phi) = (r_t + \gamma \max_a Q(s_{t+1}, a; \phi) - Q(s_t, a_t; \phi))^2\] (2)

In this work, we exploit deep Q-network (DQN) [39] to determine the optimal aggregation number \(m_t\) in each round of a federated training task. When applying the DQN technique to our problem, we have to define the state, action and reward properly and get a series of \((s_t, a_t, r_t, s_{t+1})\) for the training of \(\phi\) for our problem. In the following subsections, we explain how we define state, action and reward to solve the problem.

4.1.2. State

“State” should be able to describe the state of a federated learning system clearly. Especially it must include all factors that have an influence on the decision of the optimal aggregation numbers. The experiments in Section 3 reveal two factors: non-IID ratio, training progress percentage (can be reflected by the accuracy of current global model). Besides the above two factors, we conjecture that capability heterogeneity of devices is also an important factor. Devices may have widely varied capability of computation and communication, which makes the time to receive a device model from different devices vary a lot. The distribution of the time may affect the expected time taken to wait for one more device model.

Therefore, a state \(s_t\) can be represented by a vector \([\chi^t, P^t, d^t]\). \(\chi^t\) is the accuracy of current global model before training in this round, which characterizes the training progress percentage. \(P^t\) characterizes non-IID data distribution. \(d^t\) characterizes capability heterogeneity of devices.

\(P^t\) is a vector and each element in the vector \(P\) (denoted by \(P_k^t\)) is defined as the standard deviation of the \(i\)-th element in vector \(p_k(k \in C_t)\). The \(i\)-th element in vector \(p_k\) (denoted by \(p_{i,k}\)) is the proportion of data samples of the \(i\)-th label to all data samples of this device. Mathematically, we define \(p_{i,k} = \frac{N_{i,k}}{N_k}\), where \(N_k\) is the number of data samples on the device \(k\) and \(N_{i,k}\) is the number of data samples with the \(i\)-th label on the device \(k\). Please note \(\sum p_{i,k} = 1\) holds for any \(k\).

Here, we assume that the server can learn \(p_{i,k}\) from devices. It is not necessary for devices to report their data samples directly, and we think \(p_{i,k}\) does not expose the privacy of devices. If a device is very sensitive to privacy, it can add a certain amount of noise when reporting its \(p_{i,k}\).

\(d^t\) is defined as the standard deviation of single-round training time of devices selected in the round \(t\). The single-round training time of a particular device can be estimated from its communication latency of a device model between the device and the server and its computation time taken to train a device model using all its data samples. The communication latency is impacted by the size of the model and the available bandwidth, while the computation time is impacted by the number of data samples, the model, and CPU or GPU frequency. An estimation of communication latency and computation time has been proposed in [40].

4.1.3. Action

The action of an agent in this problem is to select a particular aggregation number \(m_t\). In each round \(t\), a DQN agent calculates \(Q(s_t, a; \phi)\) for each action \(a\) (i.e., a particular aggregation number) in the current state \(s_t\) using the forward propagation calculation in neural network of agent. Then the agent selects the action with the greatest expected reward, i.e., \(\text{arg max } Q(s_t, a; \phi)\). For example,
assume there are $N$ clients in total and the server selects a subset $C_t$ of clients to participate in each round, the RL agent will output the values of $Q(s_t, a; \phi)$ for all $|C_t|$ actions, i.e., aggregation number from 1 to $|C_t|$.

This naive design binds the neural network structure with the number of selected participants in a round and it is not flexible when the number of selected participants changes. To make the agent more flexible, our RL agent will always output 10 values and each value is the $Q$ value of an aggregation percentage instead of an aggregation number. In this way, our RL agent can still work when the number of participants changes.

4.1.4. Reward

We always prefer to see a more accurate global model and shorter single-round training time. In DRL, the definition of reward function should be able to reflect the preference for a state. Therefore, there should be two factors in the reward function, i.e., accuracy of current global model in the new state, and the time consumption to conduct this round of training. We define the reward value of taking action $a_t$ in state $s_t$ as follows:

$$r_t = \beta \chi^{t+1} - \chi^t - \tau^t \quad (3)$$

where $\chi^{t+1}$ is the accuracy of the global model after training in this round, $\chi^t$ is the target model accuracy that the learning task expects to reach, $\beta$ is a base number of the exponential item which amplifies the reward for higher model accuracy, $\tau^t$ is the normalized time cost in this round.

In Equation 3, $\beta \chi^{t+1} - \chi^t$ is to reflect the preference for global model accuracy and we should have $\beta > 1$. It is because the expected increment of model accuracy from a single round generally decreases as the model accuracy becomes higher, i.e., it is more difficult to improve the accuracy of the global model in later rounds. Therefore, the reward for the same increment of model accuracy should be larger as $\chi^t$ increases. $\tau^t$ is to reflect the preference for a smaller single-round training time. Particularly, we define $\tau^t = \frac{T^t}{B}$, in which $T^t$ is the training time of round $t$, and $B$ is set to be the training time of the first device model received by the server in the first round. We can assume that $B$ is fixed in all rounds for a particular training task. By normalizing $T^t$ by $B$, we try to avoid putting too much more weight on single-round training time than model accuracy, especially in complex training tasks that are expected to have a very large $\tau^t$.

Through the reward function, the reinforcement learning agent evaluates the performance of the current aggregation number, including the improvement of the model accuracy and the time cost of the current aggregation number. Thus the RL agent can learn and predict the performance reward of each aggregation number. In other words, the RL agent implicitly learns the marginal performance increase brought by one more client model and determines whether to wait for the next model.

4.1.5. Training the waiting strategy

We use double deep Q-learning network (DDQN) [41] to train the waiting strategy. Training a DQN directly might be unstable since it evaluates the estimation $Q(s_t, a_t; \phi)$ and compares it with $r_t + \gamma \max_a Q(s_{t+1}, a; \phi)$ instead of the real optimal $Q$ value when computing the loss. Thus, the comparison benchmark varies with $\phi$, which causes the learning process unstable and slow. DDQN uses two DQNs. One DQN $\phi$ is updated and used for decision in a single time step. The other DQN $\phi'$ is used to evaluate $Q(s_t, a_t; \phi)$ and it is updated every $M$ rounds, which reduces jitter during the Q evaluation and learning process.

To train the DRL agent, the server first selects clients randomly and initializes the federated learning model to initialize the state. The DQN $\phi$ takes the state and generates an action to decide aggregation number, which has the greatest Q value estimation. In each round, the pair of $(s_t, a_t, r_t, s_{t+1})$ is collected. After several rounds, the DRL agent has sampled a few action-state pairs, with which the agent can learn to minimize Equation 2 as:

$$l_t(\phi_t) = (Y_t - Q(s_t, a_t; \phi_t))^2 \quad (4)$$

where $Y_t$ is the target of comparison in round $t$ and

$$Y_t = r_t + \gamma \max_a Q(s_{t+1}, a; \phi')$$

The $\phi$ is updated to minimize the loss by gradient descent as follows.

$$\phi_{t+1} = \phi_t + \eta(Y_t - Q(s_t, a_t; \phi_t)) \nabla_{\phi_t} Q(s_t, a_t; \phi_t)$$

where $\eta$ is the learning rate of the DRL agent.

The RL agent is trained for several episodes before applying to a new training task. In this paper, we use a two-layer MLP [42] network as the model for the DL agent and the DRL agent for each task is trained for 20 episodes. The convergence curve of the RL model is shown in Figure 4.

4.2. Aggregation strategy: aggregating fresh and stale models

In federated learning, the server keeps receiving client models from devices, and it has to aggregate these local models properly to derive a global model. Currently, there are two kinds of aggregation methods. One is average method [9], in which the global model is a result of taking average on all received models. Mathematically,
Aggregation in average manner:

\[ A_{avg}(S) : w_t = \frac{\left| D_t \right|}{|D|} w_{t}^{k} \]

where \( S \) represents the set of device models to be aggregated and \( D \) is the set of data samples in \( S \) totally. Aggregation in average manner helps mitigate the impact of outlier device models that deviate from the majority and it considers the contribution of each model equally.

The other method is a kind of weighted method [11]. This method aggregates local models one by one. Once a local model is received, the server combines the current global model with the local model in a weighted manner. Mathematically,

Aggregation in weighted manner:

\[ A_{weight}(w, \alpha) : w_t = (1 - \alpha) w_{t-1} + \alpha w \]

where \( w \) represents the model newly received and \( \alpha \) is a weighting factor between the new device model and the current global model derived from device models received before. In fact, the above equation is an exponentially weighted moving average algorithm, which can be expanded as follows.

\[ w_t = \alpha (w + \sum_{k=0}^{t-1} (1 - \alpha)^{t-k} w_k) \]

The expanded equation clearly shows that the method weights later device models more than earlier device models. This design is based on an assumption that later models are likely to be more accurate than earlier device models. This assumption holds when later models are derived from more accurate global models (later global models), but it does not hold if the later model is derived from an earlier global model and it arrives later just because the device is too slow. If \( \alpha \) is too large, the global model might be very sensitive to new models and it is likely that new models from slow devices drag back the training progress.

4.2.1. Design of our aggregation strategy

In this work, the device models received by the server in a round can be fresh or stale. Fresh models are based on the latest global model and are likely to be more accurate, while stale models are based on earlier global models and they are derived from data samples of slow devices. Obviously, fresh device models and stale device models should not be treated equally.

Therefore, we divide the received models into two sets: the set of fresh models \( S_t \) and stale models \( \tilde{S}_t \). Within one set, we use the average method to mitigate the impact of abnormal models that deviate from the majority.

\[ w'_t = A_{avg}(S_t) \]

\[ w''_t = A_{avg}(\tilde{S}_t) \]

where \( w'_t \) represents the aggregation model of fresh models and \( w''_t \) represents the aggregation model of stale models.

Then we use the weighted method to combine \( w'_t \) and \( w''_t \), wherein \( w'_t \) represents fresh models that tend to be more accurate and \( w''_t \) represents stale models that might be less accurate but have valuable information about data samples in slow devices.

\[ w_t = (1 - \alpha_t) w'_t + \alpha_t w''_t \]

The key issue here is how to set \( \alpha_t \) properly. Intuitively, when the stale models are less stale (smaller staleness) or the stale models represent a lot of data samples, \( \alpha_t \) should be larger. We have

\[ \alpha_t = \frac{|D'_t|}{|D'_t| + |D''_t|} e^{\tau_t} \]

where \( \tau_t \) is the average staleness in \( \tilde{S}_t \), \( |D'_t| \) is the set of data samples in \( S_t \) and \( |D''_t| \) is the set of data samples in \( \tilde{S}_t \).

Please note that \( \alpha \) is dynamic to be adaptive to the received models in a single round, i.e., \( \alpha_t \) is different for different \( t \) and it is not a fixed value. In the next subsection, we conduct experiments to illustrate the necessity and benefit of a dynamic weighting factor.
4.2.2. Necessity for the dynamic $\alpha_t$

We conduct an experiment to compare the results of a changing $\alpha_t$ (according to Equation 9) and two fixed setting ($\alpha = 0.3$ in all rounds and $\alpha = 0.7$ in all rounds). We also compare our results with the AD-SGD algorithm proposed by Li et.al [32] since our method and AD-SGD both attempt to mitigate the negative impact of stale models in utilizing them. AD-SGD algorithm tries to aggregate normal and stale models and uses Hessian approximation matrix to mitigate the negative impact of stale models. This algorithm requires clients to transmit model parameters and gradient parameters to the server in each round for Hessian approximation computation, while our method only requires model parameters and has a lower communication overhead.

In the experiment, we use TensorFlow to train a two-layer CNN model on the MINIST dataset. The dataset contains a training set with 60,000 data samples, and a test set of 10,000 data samples. There are 100 devices in total and each device is simulated by an individual thread. The CNN model is trained round by round until it reaches an accuracy of 97% in the test set. In each round $t$, the server randomly selects 10 clients to participate, i.e., $|C_t| = 10$. To focus on the impact of aggregation strategy, we fix the aggregation number as half of the participants in each round in this experiment, i.e. $m_t = 5$ in all rounds.

We conjecture that the non-IID ratio may have an influence on the comparison between different aggregation strategies. When the non-IID ratio is larger, each device is likely to be unique and its data samples must be included in the global model, therefore stale models might be more valuable. Therefore we conduct experiments for two cases: IID and non-IID. The setting of non-IID is the same as the experiment in Section 3.

We plot the model accuracy in every round during the training in Figure 5. From it, we can see that our dynamic $\alpha_t$ setting can bring faster convergence rate than the fixed settings in both cases. It demonstrates that the dynamic $\alpha_t$ strikes a balance between the values of stale models and the negative effect of model staleness. Our method achieves a convergence speed similar to the AD-SGD algorithm but the required data transmission volume between clients and the server in our method is only half of that in AS-SGD. In mobile edge scenarios, bandwidth resources are scarce and data transmission is time-consuming. Transmitting less data means saving more transmission time and thus reducing the total training time.

4.3. The learning system

Based on our waiting strategy and aggregation strategy, we design a learning system which is shown in Figure 6.

Our learning system contains three blocks: interfaces to devices, RL agent and partial model aggregator. The interface block consists three modules that are responsible for three tasks. The information collector stores the information about devices, such as the distribution of data samples among devices and the computation and communication capability of each device. The client selector and global model distributor module is responsible for selecting participants from all available clients in each round and distribute current global model to the selected participants. The client model receiver module is responsible for collecting client models from participants. The RL agent block determines the aggregation number in each round using our waiting strategy. The partial model aggregator aggregates fresh and stale client models to obtain a global model in each round.

With our learning system, in each round, the client selector randomly selects a subset of clients to participate and the selector informs the reinforcement learning agent of the selected clients in step 1. The reinforcement learning agent fetches information about the data distribution, capabilities of the selected clients and training progress from the information collector in step 2. In step 3, the RL agent decides the aggregation number and informs the partial model aggregator.

Meanwhile, the global model distributor sends the current global model to the selected clients, which is listed as
step 4 but in fact can start once step 1 is finished. The client model receiver keeps receiving the models trained locally by clients and forward them to the partial aggregator, which is shown as the step 5 and step 6. After the number of client models received by the partial model aggregator reaches the aggregation number determined by the RL agent, the aggregator aggregates both fresh and stale models to obtain the global model of this round in step 7. The global model is evaluated on the validation set and the accuracy is measured. The training time of this round and the accuracy of the global model is sent to the RL agent to calculate the reward for the learning of our waiting strategy in step 8. This completes a single round. The system runs round by round until the training task is completed.

5. Experiment

We implement FedPA using TensorFlow and conduct several simulation experiments to evaluate the performance of FedPA.

We use a two-layer MLP [42] network with 64 hidden states as the model for the DL agent in FedPA. We choose this simple MLP network because it has fewer parameters to be learned and converges more easily than models with a complex neural network. Although a complex model may achieve better performance, its design needs careful considerations and it is not the focus of this work. In our FedPA, the DRL agent is trained for 20 episodes and the MLP network has converged. Then it is applied in FedPA and we start to collect statistics of the experiments for our performance evaluation.

The simulation experiments are run on a server. In our experiments, we simulate 100 user devices. Each user device is simulated by a thread and it occupies a CPU exclusively. In each round, the server randomly selects 10 clients to participate, i.e., \( |C| = 10 \), which means 10 threads are wakened up to train device models in each round.

We compare our FedPA with three algorithms, i.e., FedAvg, FedAsync [11] and FLANP [31].

- FedAvg. In each round, the server waits for device models until all device models are received or a preset timer expires. It averages them to get an updated global model. In order to make sure the algorithms are comparable, FedAvg algorithm is also set to randomly select 10 clients to participate in each round.

- FedAsync. The server periodically sends the current global model to a client randomly. The server aggregates device models using a weighted average method every time it receives a model.

- FLANP. FLANP sorts client nodes from fast to slow according to their completion time. It uses first several fast nodes for warm-up training, and gradually involves more participants to train local models in the training process until the model reaches a satisfactory accuracy. It always chooses client nodes from fast to slow in each round and waits for all selected clients to return results before entering the next round. Thus, FLANP has no stale models. In the FLANP algorithm, when to involve more number of participants depends on the value of loss function of the current model and a threshold hyper-parameter. In practice, the threshold hyper-parameter is difficult to determine or requires prior knowledge to determine. To ensure fairness, we tune its threshold hyper-parameter to ensure that the summations of the number of selected participants in each round of these two algorithms are close, which means two algorithms consume approximately equal computational resources. We compare the performance of FLANP with ours under different non-IID ratios.

- FedPA-fixed. We also simulate FedPA with a fixed aggregation number, in which there is no reinforcement learning agent to learn dynamic aggregation numbers. We refer it as FedPA-fixed.

The training tasks are based on two data sets: CIFAR-10 and MNIST. We run each algorithm to train a CNN model using each data set and compare the accuracy of the models achieved by these algorithms. We choose the hyper-parameter with the best performance for FedAvg, and the hyper-parameter is different on different data sets.

CIFAR-10: CIFAR-10 dataset is used widely in Federated learning studies. It is an object classification dataset, which consists of 50,000 training images and 10,000 testing images with 10 object classes. The training task is to train a CNN model with two 5 × 5 convolution layers using this dataset. Both layers have 64 channels, and each convolution layer is followed by a pooling layer and a local response normalization layer, and the batch size is set to be 32.

MINIST: MINIST is a classic handwriting image classification data set, which consists of 60,000 training images and 10,000 testing images with 10 classes (digit 0 to 9). The training task on this dataset is to train a CNN model.
with two $5 \times 5$ convolution layers. The first layer has 32 channels and the second layer has 64 channels. Each convolution layer is followed by a pooling layer, and the batch size is set to be 50.

The target accuracy for the CNN training on the MNIST dataset is 96%, and the target accuracy is 55% for the CNN training on CIFAR-10. Previous works have shown that the two-layer CNN model converges when the model almost reaches the corresponding target accuracy in the corresponding datasets with FedAvg method.

There are two important factors that affect the performance of these algorithms, i.e., the distribution of data samples among devices (characterized by non-IID ratio) and the levels of device capability heterogeneity. Our experiments try to evaluate the performance in various situations.

### 5.1. Performance comparison under different non-IID ratios

In this subsection, we try to evaluate the performance when the non-IID ratio changes. We use the same approach to generate non-IID data samples as introduced in Section 3. We conduct experiments to explore the performance of various algorithms under three settings, IID, non-IID with $\sigma = 0.5$ and non-IID with $\sigma = 0.8$.

We plot the testset accuracy during training in Figure 7. We plot a horizontal line to emphasize the time taken by each algorithm to reach the target accuracy. We can see that time taken by FedPA is shorter than other algorithms in most cases. Our partial model aggregation strategy converges in all cases and avoids the disadvantage of FedAsync.

In the experiment using the CIFAR-10 dataset, when the data distribution is IID or the non-IID ratio is small ($\sigma = 0.5$), both FedPA and FedAsync outperform FedAvg, which demonstrates the benefit of discarding the requirement of being synchronous, and FLANP outperforms FedAvg since it prefers to select fastest nodes during training. The performance of FLANP and FedPA are close when non-IID ratio is small ($\sigma = 0.5$), but the performance of FLANP oscillates slightly and has spikes. The reason for the spikes is as follows. When the distribution of data samples among participants is non-IID and the global model overfits easily if the server always prefers a small number of fast participants. FLANP always prefers those fast nodes during training, therefore the difference among participants causes that local trained models have relatively large deviation from the optimal global model, and makes the performance of the global model oscillates when the number of participants changes. When the non-IID ratio $\sigma$ reaches 0.8, the convergence rate of FedAsync significantly slows down and the model cannot achieve the target accuracy. FLANP oscillates more often and takes more time to finish the training task. In the experiment on the MINIST dataset, the FedAsync strategy converges slowly and cannot achieve the target accuracy in all IID and non-IID settings. FedPA takes less training time than FLANP in non-IID settings.

In summary, our experimental results show that our strategies take less training time than the FedAvg and the FedAsync method in both IID and non-IID scenarios. Our strategies also take less training time than the FLANP algorithm in non-IID scenarios.

### 5.2. Performance comparison under different levels of device capability heterogeneity

The time a device takes to train a device model in a round depends on the computation capability of the device, and the time for a device to communicate with the server to retrieve the global model and submit its device model depends on the bandwidth between the device and the server. Devices that participate in a training task may have different computation capabilities and communication capabilities.

Each device is simulated by a thread running on a CPU core exclusively. Because all threads are running on the same type of CPU cores, the running time, i.e., the time length that the CPU takes to finish a single-round training, is approximately the same. We let the threads sleep for a while before uploading device models, and devices with different capabilities are simulated by setting the ratio of sleep time to running time to be different for devices. The ratio is retrieved by sampling points on a truncated normal distribution. By controlling the deviation parameter (denoted as $h$) of the truncated normal distribution, we can have different levels of device capability heterogeneity.

In this subsection, we try to evaluate the performance in two kinds of distribution of device capability, i.e., $h = 1$ and $h = 5$, which are shown in Figure 8. In the distribution of $h = 1$, most devices are powerful and they can complete their jobs fast, but there are a small number of devices that are extremely slow. In the distribution of $h = 5$, the ratios are widely distributed in an interval without any long tail, which means the devices have less significant capability difference compared to $h = 1$. Both distributions are normalized, which means two settings have an equal expected average capability of devices.

Figure 9 shows the testset accuracy during the two training tasks in two different scenarios, i.e., $h = 1$ and $h = 5$. The time taken by FedPA is shorter than FedAvg and FedAsync in all cases. The time taken by FedPA is close to the time taken by FedPA-fixed in three cases. In the case on CIFAR-10 and $h = 1$, FedPA clearly outperforms FedPA-fixed, which shows that the dynamic aggregation number is especially helpful when devices are more heterogeneous.

In the two cases on the MINIST dataset, FedAsync cannot achieve the target accuracies. It only achieves an accuracy of 67% in the case of $h = 1$ and achieves an accuracy of 75% when $h = 5$. We believe it demonstrates the negative effect of starting the next training round by only waiting for one client model. As illustrated in Figure 2 in Section 3, considering only one client model can
bring large deviation compared with the expected global model. In our solution, we consider multiple client models and the deviation quickly decreases before aggregation. It successfully avoids the problem of FedAsync mentioned above.

5.3. The output of RL agent under different non-IID ratio

In this subsection, we present the prediction results of our RL agent in scenarios with different non-IID ratios to explore how the RL agent adapts to different non-IID ratios.

We conduct experiments for scenarios with different non-IID ratios (i.e., IID, non-IID with $\sigma = 0.5$ and $\sigma = 0.8$) and different distribution of device capability (i.e., $h = 1$ and $h = 5$). The experiment results are presented in Table 1 and 2. We can see that the RL agent predicts a larger aggregation number when the non-IID ratio is larger and predicts a smaller aggregation number when the heterogeneity of device capability is larger.

5.4. Privacy and robustness of our RL agent

Privacy protection is an advantage of federated learning. In our method, the input of RL agent requires the clients to send the server their data distribution information, which does not expose raw data of clients. If the clients are extremely sensitive to privacy, they can add a certain amount of noise to their data distribution information, as people do in differential privacy. In this subsection, we explore the robustness of our RL agent when noise is added to the percentage of each individual class label.

We add Laplace noise to the percentages and the probability density function of noise is as follow.

$$ f(x) = \frac{1}{2\lambda} e^{-\frac{|x-\mu|}{\lambda}} $$

where $x$ is the percentage of each individual class label, $\mu$ is the average of the noise and we set it to 0 in this
experiment, λ is the scale of the noise. We compare the average of predicted aggregation number, the number of iterations and the training duration under different scales of noise.

Table 3 and 4 show the experimental results on dataset CIFAR-10 and MINIST. The predicted aggregation number by RL agent and the number of iterations are stable on dataset CIFAR-10. These two metrics are also stable on dataset MINIST when the scale is no more than 1. The training duration is stable on both datasets when the scale is less than 5. In summary, our RL agent is robust within a certain amount of noise.

6. Conclusion

Federated learning is a promising approach to train models using the large amounts of data and the AI components owned by end devices. However, end devices are heterogenous and unstable. They are not dedicated to train models and their capability and availability cannot be guaranteed during training. Federated Averaging, the most widely accepted framework, suffers seriously from participant devices with weak computation and/or communication capability.

In this paper, we present the concept of partial model aggregation and conduct experiments to show that the first several arrived device models in each round have been able to derive a relatively good aggregated model with only small precision loss. The deviation of partial aggregation model is large at the beginning, but decreases quickly with more client models collected. The experiments also suggest that the deviation of partial aggregation model for a specific aggregation number is influenced by the non-IID ratio and training progress percentage. We further
propose two strategies, waiting strategy and aggregation strategy, to solve the two key issues in our partial aggregation framework. Particularly, our waiting strategy determines the aggregation number for each round via reinforcement learning. It adapts to various scenarios very well and makes sure that the server only waits for the device models with significant contribution. Our aggregation strategy classifies fresh models and stale models, and gives appropriate weights to them. Stale models have valuable information to improve the precision of the global model in the round, but they are trained from expired global models which means they can have a negative influence on the convergence of the training process. Our weighting factor takes model staleness and the number of data samples used by stale models into consideration. The experiments demonstrate that FedPA performs better than FedAvg and other three algorithms named FedAsync, FLANP and AD-SGD, especially when the devices are more heterogeneous in terms of the data and capability owned by them. The experiments also suggest that FedPA is robust when a certain amount of noise is added into the input for privacy concerns.
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