Offloading Elastic Transfers to Opportunistic Vehicular Networks Based on Imperfect Trajectory Prediction

Abstract—Due to the high cost of cellular networks, vehicle users would like to offload elastic traffic through vehicular networks as much as possible. This demand prompts researchers to consider how to make the vehicular network system achieve better performance for requests coming online, such as maximizing throughput. The traffic in vehicular networks is transferred through opportunistic contacts between vehicles and infrastructures. When making scheduling decisions, the scheduler must be aware of vehicles’ future trajectories. Vehicles’ future trajectories are usually predicted by trajectory prediction algorithms when users are not willing to report their future trips. Unfortunately, no trajectory prediction algorithm can be completely accurate, and these inaccurate prediction results will reduce the throughput. In this paper, we focus on overcoming this challenge. Specifically, we first measure the LSTM (Long Short Term Memory) prediction method that has been widely used recently and understand the accuracy of predicted contacts. Then, based on the enlightenment from the measurement, we design a system, i.e., i-Offload, to offload elastic traffic under an imperfect trajectory prediction algorithm. The experimental results show that our method still has good throughput and scheduling efficiency under an imperfect prediction algorithm. Compared with an existing scheduling method, our method outperforms it by 42% and 45% in terms of scheduling throughput and scheduling efficiency, respectively.
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I. INTRODUCTION

With the rapid development of wireless communication technology and increasing vehicle ownership, it is becoming common for people to access the Internet through vehicles. According to Cisco’s report [1], Machine-to-Machine connections will be half of the global connections by 2023, in which connected vehicles will be the fastest-growing category. The rapidly increasing number of vehicle applications, such as fleet management, in-vehicle entertainment systems, and navigation, will lead to a tremendous increase in Internet traffic.

In vehicular networks, vehicles can obtain application data from the Internet in two ways. The first way is from cellular networks. This kind of transmission has a wider coverage because of its widespread infrastructures. However, the bandwidth is limited and expensive. The second way is from Road Side Units (RSUs) or other vehicles. RSUs are proposed to be deployed along roads, and they are connected to the Internet directly via wired links. When one vehicle requests content from the Internet, one or multiple RSUs can prefetch the content. Vehicles equipped with on-board units can get the content directly from the RSU via Vehicle-to-Infrastructure (V2I) communication or obtain the content from other vehicles via Vehicle-to-Vehicle (V2V) communication. Dedicated Short Range Communication (DSRC) [2] or LTE [3] technology enables these two types of communications. The coverage radius of an RSU is usually a few hundred meters. Due to the sparse deployment of RSUs, the coverage of RSUs is not continuous. This kind of method has a low cost, but the connections between vehicles and RSUs are opportunistic.

As the bandwidth of cellular networks is limited and expensive, people would like to offload traffic to vehicular networks as much as possible. The traffic requested by vehicles can be divided into two categories roughly according to their time sensitivity. The first type is interactive data, which requires a very small transmission delay, such as road safety signals. The other type is elastic data, which is less stringent in terms of time delay, such as multi-media files and road maps. In this work, we focus on elastic requests since interactive requests should be served immediately to satisfy their critical requirement in response time. As a result, the transmission path for interactive requests should be determined directly, and it is unnecessary to consider these requests in the scheduling problem.

However, the high mobility of vehicles makes it hard to offload elastic traffic efficiently through vehicle networks. The mobility of vehicles and the limited coverage of a single RSU make network connections opportunistic. Therefore, to make data transfer decisions through such opportunistic connections, it is necessary to know when these opportunistic connections will occur, i.e., the exact trajectories of vehicles in the future. There are two approaches to realize this step in existing works. The first one assumes that the motion pattern of vehicles obeys some distribution or assumes that vehicles will report their future trajectories [4]. The other one obtains future trajectories by using trajectory prediction algorithms and assumes that the prediction results are accurate. For example, systems in [5] and [6] use the prediction results generated by trajectory prediction algorithms to select the most suitable relay vehicles.

However, both approaches face the same problem: the system cannot get a completely accurate knowledge of future trajectories in practice. Firstly, vehicles may not be willing to report their future trajectories due to privacy concerns. Even if they allow future trajectories reported, their trajectories may change at any time, making their previous reports invalid. Secondly, prediction results are not always completely accurate, and wrong prediction results will result in the failure of scheduling decisions.

Therefore, it is necessary to design a system that can efficiently carry out traffic offloading under imperfect trajectory prediction algorithms. As far as we know, there are few works in this field at present, and the most representative one is [7],
where the author proposes a model to express and account for the inaccuracy of prediction results. They use the Markov prediction method to verify their model, but this model’s validity under new trajectory prediction methods, such as the LSTM method, is still missing.

In this paper, we propose i-Offload to offload elastic traffic under imperfect trajectory prediction algorithms. Our goal is to maximize the throughput of vehicular networks, and our main contributions are as follows:

- We first measure the prediction results of the LSTM prediction method, which has been widely used recently. It helps us understand where incorrect predictions are likely to occur and deal with these incorrect predictions properly. To the best of our knowledge, we are the first to study the accuracy of predicted contacts for the LSTM method.
- Then, based on the enlightenment from the measurement experiments, we design the i-Offload system to offload elastic traffic under imperfect trajectory prediction algorithms. In this system, we propose an adaptive scheduling window determination method to reduce the impact of imperfect predictions and a strategy to make scheduling decisions on multiple transmission paths.
- Finally, we point out some shortcomings of an existing method for simulating prediction results with different accuracy. The modified model is called den-Fog, and it can simulate a series of prediction results with a specified accuracy, which can be used to evaluate scheduling algorithms’ performance.

Our simulation experiments show that, compared to the MMCD method [8], under an imperfect trajectory prediction environment, our method outperforms it by 42% and 45% in terms of scheduling throughput and scheduling efficiency, respectively. Besides, our system can also achieve better throughput and scheduling efficiency in early-deployment scenarios of vehicular networks.

The rest of the paper is organized as follows. Section II reviews related works. Section III describes our problem. We measure the accuracy of trajectory prediction results of the LSTM prediction method in Section IV. We describe the i-Offload system in Section V. The dense-fog model, which is used to generate a series of prediction results for simulations, is proposed in Section VI. We evaluate the scheduling performance of the i-Offload system in Section VII. Finally, we summarize our work in Section VIII.

II. RELATED WORK

A. Trajectory Prediction in Vehicular Networks

Trajectory prediction algorithms predict the future coordinates of vehicles in our scenario. Therefore, we need to have a comprehensive understanding of trajectory prediction algorithms used in vehicular networks.

Xie et al. [9] classify existing trajectory prediction methods into two categories: model-based prediction and data-driven prediction. Model-based prediction methods are based on Kinematics analysis or statistical models [10]–[12]. These methods are more explanatory, but they are only applicable to predict for a short period. In contrast, data-driven prediction approaches [13]–[15] are getting more and more attention from researchers, which use a learning method to generate the future coordinate sequence. The historical trajectory data of vehicles are used for model training, and then the trained model is used for trajectory prediction. This kind of method is considered superior to the model-based prediction method in prediction accuracy [9].

Most of them aim at designing a high accuracy prediction algorithm. However, research on the impact of prediction accuracy on communication between vehicles is still lacking, especially for data-driven prediction methods. Therefore, in this paper, we measure the LSTM-based trajectory prediction algorithm to understand this data-driven method’s prediction accuracy.

B. Traffic Offloading Methods in Vehicular Networks

Offloading elastic traffic in vehicular networks is a promising but challenging task [16]. Due to each contact’s short duration, the transmission for a large file cannot be completed through a single connection. The solution to this problem is to divide the large file into small segments. In this process, network coding technology is proved to be an effective way to reduce scheduling complexity and improve scheduling efficiency [17], [18]. With network coding, each content segment will be divided into several blocks, i.e., original blocks, and then the scheduling system will use these original blocks to generate coded blocks. The target vehicle can recover the initial segment as long as it receives a sufficient number of independent coded blocks. It does not matter whether a particular block is delivered successfully. This feature can reduce the scheduling complexity and improve scheduling efficiency. Therefore, we use this method to process content into small segments and generate coded blocks before scheduling.

The scheduling algorithms can be divided into two categories according to whether roadside infrastructures are used when offloading traffic. The first category is called infrastructure-free offloading [19]–[22], where the vehicular network scenario does not include roadside infrastructures. In this work, we study the problem of traffic offloading with the help of roadside infrastructures. Therefore, this category is different from our scene and does not apply to our problem.

We refer to the works that the infrastructures are involved in traffic offloading as infrastructure-assisted offloading. According to whether the contents requested by different targets are the same or not, these studies can be further divided into two categories. One of them is redundant content offloading [23]–[25], in which most of the vehicles in the system have the same target file. The other is heterogeneous content offloading, in which vehicles request different files, and our work falls into this category.

A distinction in this kind of works is how to know future trajectories of vehicles. As the contact is opportunistic, the scheduler must know vehicles’ future trajectories to make scheduling decisions. Yoon et al. [4] propose a system to maximize the amount of requested data that can be delivered to the target vehicles during their journeys. They assume that
the time at which vehicles arrive at each RSU is known. In this way, the scheduler can find all transmission paths. Yang et al. [26] combine V2I and V2V communications to carry out the scheduling. They assume that trajectories can be predicted accurately. They propose a scheduling strategy whose insight is to select the path with the highest rate from all usable paths for transmission. However, this approach only compares the priority between usable paths, ignoring the competition between different requests. This may cause some requests to starve to death, i.e., requests with low rate usable paths may never be satisfied. This has been improved by Ota et al. [8]. They design a maximum rate and minimum delay method (MMCD). This method first sorts the requests according to their deadline and then prioritizes the transmission path with a large capacity when choosing the transmission path.

The above papers assume that vehicles’ trajectories are known or can be predicted accurately in advance. However, prediction results may be incorrect, that is, there is no way for the scheduler to know real trajectories in advance. This is also the most significant difference between our work and the above papers.

Wang et al. notice this problem in [27]. They focus on the tradeoff between the downloading delays and the cost for file downloading in VANETs. In their work, they propose an adaptive routing method to solve this problem, where a vehicle might re-estimate encountering time and do a re-decision if the vehicle does not encounter RSUs as expected. Although this work has noted the problem of imperfect prediction, their goal is to maximize the cost-efficient of offloading, which is different from our goal. In our paper, the goal is to maximize the throughput, which is the same as [7]. Malandrino et al. propose a model in [7], i.e. fog-of-war, which is used to simulate prediction results with different accuracy. Given a contact, this model can output a probability value to represent the possibility that this contact will occur in the future. They use these probability values as edge weights of a time expansion graph, and the amount of data to be prefetched by each RSU is determined by solving an optimization problem formulated on this graph.

In their paper, the inaccuracy of prediction is also considered, but some of the assumptions used to construct the fog-of-war model may not hold in other trajectory prediction algorithms. We will show this in Section VI. Their scheduling method relies on the fog-of-war model’s output results, so it does not apply to our problem. By contrast, we first measure the LSTM trajectory prediction algorithm’s prediction results to show the pattern of the inaccuracy of results. Based on the inspiration from the measurement results, we then design an offloading system, i.e., i-Offload, to solve the problem.

III. PROBLEM DESCRIPTION AND ANALYSIS

A. Problem Description

Consider the scenario shown in Figure 1. Assume there have been some Roadside Units (RSUs) deployed by the roadside, denoted by \( U_i \) \((j = 1, 2, \ldots)\). These RSUs are equipped with communication modules that enable short-range communication between RSUs and vehicles. These vehicles may have numerous data transfer requests to download various files from the Internet. The vehicle that initiates the request \( i \) is denoted by \( R_i \), and we have \( R_i \in \{ V_k \} \).

A vehicle can communicate with one RSU/vehicle when it moves into the transmission range of the RSU/vehicle. Conventionally, the event that two entities move into the transmission range of each other is referred to as a communication contact. A vehicle-RSU (i.e., V2I) link or a vehicle-vehicle (i.e., V2V) link can be used for data transmission only when the relevant communication contact occurs. The duration of each communication contact is limited, which means the amount of data that can be transmitted within this contact is limited. Therefore, a requested file should be divided into blocks, and then blocks can be transmitted over different paths formed by a series of communication contacts.

Let us illustrate the data transmission in a vehicle network using the following example. Assume \( V_1 \) initiates a request at \( t_0 \). The requested file is split into 4 blocks. \( U_1 \) prefetches two blocks at \( t_1 \), and \( U_2 \) prefetches the other two blocks at \( t_2 \). Later, the target vehicle \( V_1 \) passes by \( U_1 \) at \( t_3 \) (\( t_3 > t_1 \)) and get two blocks from \( U_1 \). Moreover, one vehicle \( V_2 \) passes by the RSU \( U_2 \) at \( t_4 \) (\( t_4 > t_2 \)) and it retrieves the two blocks from \( U_2 \). \( V_2 \) later relays these two blocks to the target vehicle \( V_1 \) when two vehicles meet with each other at \( t_5 \) (\( t_5 > t_3 \)).

In this example, we see two paths involved. The first path is \((U_1, V_1)\) wherein the communication contact occurs at \( t_3 \), and the second path is \((U_2, V_1)\) wherein the communication contacts occur at \( t_4 \) and \( t_5 \) respectively. There is no V2V link on the first path, for which we name it as a V2I path. The second path is named as a hybrid path because both V2I and V2V links are involved. We can see that there is one and exactly one RSU on each path, which is responsible for getting blocks from the content server in the Internet.

Mathematically, let \( \mathcal{X}_{i,n}^l \) \((n = 0, 1, \ldots)\) denote the \( n \)-th path for the request \( i \). The \( l \)-th node on this path is denoted by \( \mathcal{X}_{i,n}^l \). Please note that \( \mathcal{X}_{i,n}^l \) is a RSU when \( l = 0 \) and it is a vehicle (either a relay vehicle or the target vehicle) when \( l > 1 \). The time period during which the \( l \)-th node sends out the relative blocks to the next hop is denoted by \( T_{i,n}^l \), and there must be \( T_{i,n}^l < T_{i,n}^{l+1} \). Furthermore, we denote the number of hops on the path \( \mathcal{X}_{i,n}^l \) as \( L_{i,n}^l \).

As we have explained, two entities can exchange data packets only they move into the transmission range of each
other. Let \( p_{i,u,v} \) indicate whether there is a communication contact between two entities \((u, v)\) all the time during the period \( t \). For now, \( p_{i,u,v} \) can be 0 or 1. Mathematically, whether the path \( X_{i,t} \) really exists and can be used for data transmission can be calculated as follows,

\[
P_{X_{i,n}} = \prod_{0 \leq t < t_{i,n}} p_{i,t}^{X_{i,t}}.
\]

The resource of each vehicle or each RSU is limited, therefore the requests in the network have to compete for resources and it is not guaranteed that all requests can be satisfied by the vehicle network. The base stations of cellular networks, which are supposed to provide seamless Internet service, serve as the last resort to complete the remaining blocks that cannot be transmitted by the vehicle network.

Generally said, people always want to offload their traffic demands to vehicle networks (including RSUs and vehicle ad hoc networks) as much as possible because cellular networks are expensive and bandwidth-limited. The problem here is how to find the optimal scheduling solution for all requests, i.e., feasible transmission paths for blocks of requests that can maximize the amount of offloaded traffic. Mathematically, this scheduling problem can be formulated as Equation 2.

\[
\max_{X_{i,n}, Q_{X_{i,n}}} \sum_i \sum_n P_{X_{i,n}} Q_{X_{i,n}}
\]

Here, \( Q_{X_{i,n}} \) is the amount of data that is transmitted via the path \( X_{i,n} \). To ensure the feasibility of the solution, the following constraints must be satisfied.

- First, RSU \( U_j \) can serve vehicles at a maximum total transfer rate of \( B_{U_j} \). We assume that RSUs have sufficient buffering memory and also have sufficient bandwidth with the Internet, therefore the total upstream bandwidth (transfer rate to vehicles) is the only resource bottleneck for a RSU. Mathematically, the constraint is as follows.

\[
\sum Q_{X_{i,n}} = B_{U_j}, \forall t, j
\]

- Second, a vehicle can only communicate with one vehicle at the same time. We assume that all V2I and V2V communications are carried out through different antennas so that the traffic between V2V and V2I does not interfere with each other. However, for V2V communication, in general, we assume that vehicles cannot transmit and receive at the same time. Also, a vehicle should not receive transmissions from multiple vehicles at the same time to avoid transmission conflicts. Mathematically, this one-to-one transmission constraint is represented as follows.

\[
|\{X_{i,n} | \exists l, X_{i,n}^l = \forall k & T_{i,n}^l = t \}| \leq 1, \forall t, k
\]

- Third, the amount of data that is transmitted successfully for request \( i \) should not exceed its demand. Mathematically, let \( Q_i \) be the size of the demand of the request \( i \), then we should have

\[
\sum_n P_{X_{i,n}} Q_{X_{i,n}} \leq Q_i, \forall i
\]

If all requests of these vehicles and all communication contacts among vehicles and RSUs can be known exactly in advance, a centralized algorithm can solve the above scheduling problem and derive the optimal schedule.

However, vehicles may not be willing to report their future trajectories due to privacy concerns. Even they allow future trajectories reported, their trajectories may change at any time, which makes their previous reports invalid. Therefore, communication contacts cannot be known in advance accurately. Similarly, vehicles can submit requests at any time, and the arrivals of these requests cannot be predicted accurately either. Besides these two factors, the computational complexity for solving the above optimization problem must be considered, as the scheduling decision should be determined as soon as possible to make the system work well in an online manner.

In this paper, we will study the scenario described above to propose an online scheduling algorithm for unpredictable requests arriving from vehicles with unknown trajectories.

**B. Problem Analysis**

To improve the optimality of the scheduling decision, we should try to learn as much as possible about requests and vehicles and exploit the information we can learn as much as possible.

1) being deadline-aware: In this work, we focus on elastic requests since interactive requests should be served immediately to satisfy their critical requirement in response time. As a result, the transmission path for interactive requests can be determined directly and it is unnecessary to consider these requests in the scheduling problem. In contrast, there can be a large number of candidate paths to transmit data for elastic requests because their requirement on response time is less strict. The scheduler needs to choose the optimal paths for blocks of each request.

It can be required that all elastic requests should be submitted together with their individual deadline information. The deadline information of elastic requests is significantly valuable for us to improve the scheduling efficiency. Intuitively, when two requests are competing for resources, the far-deadline request can be postponed to make room for the request with an urgent deadline. We assume that we know the detailed information of each request \( i \), i.e., a four-tuple \((R_i, t_{s_i}, t_{d_i}, Q_i)\), wherein \( R_i \) is the vehicle that initiates the request \( i \) and we name it as the target of the request; \( t_{s_i} \) and \( t_{d_i} \) are the start time (from which the requested file can be transmitted) and the deadline of the request (after which the transmission is useless for the request); and \( Q_i \) is the demand size of the request.

2) using imperfect trajectory prediction results: If we can predict vehicle trajectories accurately, we will be able to predict whether two entities can contact each other for data transfers at any particular time point \( t \), and then we can arrange transmission paths efficiently.

Trajectory prediction is an active research area and quite a few prediction algorithms have been proposed. At a time point \( t \), a prediction algorithm can predict the geographical location of any individual vehicles over a period of time \( t + \Delta(\forall \Delta >
Unfortunately, none of them can guarantee the accuracy of their prediction results [28].

Obviously, an incorrect prediction of a vehicle’s future location may have a negative effect on the performance of the scheduling system, i.e., lowering the amount of traffic that can be offloaded successfully.

We can illustrate its negative effect using the following simple example. Assuming that a vehicle \( V_1 \) requests a file to be downloaded from the Internet, and the vehicle is predicted by an algorithm to be in the transmission range of a RSU \( U_1 \) during a time period \( T_1 \). The scheduler thus plans a path for this request, that is, \( U_1 \) prefetches the file from the Internet before \( T_1 \), stores the file and forwards it to \( V_1 \) during \( T_1 \). In order to realize the planned data transfer, \( U_1 \) needs to consume its bandwidth from the Internet, and it also needs to reserve the bandwidth to vehicles during \( T_1 \). However, the vehicle \( V_1 \) does not appear at the predicted location during \( T_1 \). After the scheduler finds that the planned path fails, it has to find available resources to plan other paths to satisfy the request of \( V_1 \). It can fail if no resource available before the request’s deadline, which may not happen if the scheduler can start to plan paths for the request earlier. On the other hand, the serving bandwidth of the RSU is wasted because the reserved resource is not used. Definitely, we can see that the vehicle network can satisfy more requests if the incorrect prediction can be removed.

Since no prediction algorithm can guarantee that its prediction results are 100% correct, our scheduling algorithm must consider the negative effect of incorrect prediction results. We should try to make sure that it is able to work well with incorrect predictions from imperfect prediction algorithms, which is the most significant challenge we have to solve.

IV. UNDERSTANDING THE PERFORMANCE OF TRAJECTORY PREDICTION ALGORITHMS

As we mentioned above, we can arrange transmission paths for received requests efficiently if vehicle trajectories can be predicted accurately. Incorrect predictions of vehicles’ future locations would definitely degrade our scheduling efficiency.

In this section, we will conduct a performance measurement study on a LSTM-based trajectory prediction algorithm, which is the most widely used method currently. Particularly, we will try to understand the accuracy of predicted contacts and the factors that have influences on the prediction accuracy. It helps us understand where incorrect predictions are likely to occur and deal with these incorrect predictions properly.

A. Experiment Settings

1) Trajectory prediction algorithm: As explained in II-A, data-driven trajectory prediction methods are regarded as more promising than model-based prediction methods. Among data-driven trajectory prediction methods, LSTM is considered to be particularly effective for time series prediction problems because it can retain the information from previous timeslots [29], and many trajectory prediction algorithms based on LSTM have been proposed in recent years [13], [15], [30]–[32]. Although these works make some modifications to the original LSTM network, these modifications are proposed to address their special concerns, and these works still share the same performance characteristic resulting from the original LSTM network. Therefore, in the following measurements, we focus on the original LSTM trajectory prediction method proposed in [13].

The authors of these works have conducted experiments to evaluate the performance of their own algorithms. But their concerns are whether the predicted location at any future time point is accurate, which is related to but different from our concerns. In this work, our concerns on the performance of prediction algorithms are the following two issues. First, whether a predicted contact (a contact that is predicted to occur by the prediction algorithm) really occurs, which is evaluated by precision. Second, whether all contacts that really occur can be predicted in advance by the prediction algorithm, which is evaluated by recall. We formally define two metrics as follows. Generally, if the distance of the two vehicles is close enough (less than 500 meters), we believe that communication can be conducted between these two vehicles, that is, there is a contact. However, the accuracy of coordinates is different from that of contacts. Think about this example, there are two vehicles and the predicted coordinates of both two vehicles deviate 1000 meters in the same direction relative to their real future coordinates. The distance between these two vehicles calculated from the predicted coordinates is the same as the real value. We can draw the correct conclusion that there is contact between these two vehicles, even if the prediction on the coordinates is not accurate. Therefore, it is necessary to analyze the accuracy of the contact not just the coordinates.

2) Metrics: Let \( N_g \) be the set of communication contacts that really occur, that is, the contacts in the ground truth dataset. The set of communication contacts obtained by the trajectory prediction algorithm is denoted as \( N_p \). Some contacts in \( N_p \) really occur later as predicted, i.e. the predictions are correct, and we use \( N_{tp} \) to denote these correct prediction contacts.

The prediction precision rate is the ratio of the number of correctly predicted contacts to the number of all predicted contacts, i.e., \( p = |N_{tp}|/|N_p| \).

The prediction recall rate is the ratio of the number of correctly predicted contacts to the number of contacts that will really occur, i.e., \( r = |N_{tp}|/|N_g| \).

3) Model training: We use the Scrg dataset [33] to train and test a LSTM model. The model uses the locations of a vehicle in the past \( L \) timeslots as input to predict its location in future \( H \) timeslots, i.e., \( L \) is the length of input sequences and \( H \) is the length of the output sequences in the LSTM model. The dataset consists of trajectories of 4,000 taxis within one day in Shanghai, and vehicle locations are collected at an interval of one minute.

We preprocess the dataset and select the trajectories of 1,600 taxis within 13 hours (08:00-20:59). The 13-hour period is divided into discrete timeslots of \( \tau \) minute (thus 780/\( \tau \) timeslots in total), and the timeslot starting at 08:00 is defined as the first timeslot 0. Therefore, the trajectory of a vehicle \( V_k \) can be extracted as a sequence \( S_k = \{(x_k^i, y_k^i) | i \in [0, 780/\tau - 1]\} \), where \( (x_k^i, y_k^i) \) denotes the longitude and
latitude of the vehicle $V_k$ at the timeslot $t_i$. We take the trajectories within the first 11 hours (i.e., $i \in [0, 660/\tau - 1]$) as the training dataset and get a trained model.

In the next subsection, we use the trained model to predict contacts within the remaining 2 hours, and compare the prediction results with the ground-truth (the contacts derived from the dataset) to evaluate the precision rate and recall rate.

\section*{B. Analyzing Prediction Results}

We make predictions for each vehicle in each timeslot $t_i$ ($i \in [660/\tau, 780/\tau - 1]$) within the testing dataset, i.e., the locations $\{(x_k^i, y_k^i) \mid i \in [t-L+1, t]\}$ are used by the LSTM model to generate a sequence $\{(x_k^i, y_k^i) \mid i \in [t+1, t+H]\}$ as the prediction results. There are two factors that may affect the accuracy of the output results. One is the \textit{prediction distance in time}, which is denoted as $\delta$. Intuitively, the larger the $\delta$, the less accurate the prediction will be. Another factor that may have an impact on prediction accuracy is the value of $\tau$, which is the length of each timeslot when training and testing the model and in this paper, we refer to it as \textit{prediction granularity}.

To explore the influence of these two factors on the prediction accuracy, we prepare the following two measurements. Firstly, we keep the prediction granularity constant ($\tau = 1$ minute) and change the value of $\delta$ to see its impact on the prediction accuracy. Secondly, LSTM models with different prediction granularity are trained, and then $\delta$ is kept unchanged to see the impact of prediction granularity on accuracy.

We have two observations on the performance of using the LSTM prediction algorithm to predict future contacts for our scheduling system.

1) \textbf{Far-future predictions are less accurate}: Firstly, we fix the prediction granularity as 1 minute, and under this granularity, we train our LSTM model with $H = L = 30$ timeslots. We predict the coordinates of all vehicles for the next 30 timeslots at each timeslot, that is, $\delta$ ranges from 1 to 30. After that, the recall and precision rates corresponding to different $\delta$ in the testing period (a total of 2 hours) are counted to explore the impact of $\delta$ on prediction accuracy.

Figure \ref{fig:dist} shows the precision rate and recall rate of the $\delta$-timeslot-ahead predictions. We can see that the precision rate and recall rate are always less than 1, which means there are always incorrect and unpredicted contacts. As $\delta$ increases, both the precision rate and recall rate decrease monotonically, which means we should be more careful to exploit prediction results for far-future timeslots. These prediction results are expected to include hints of future contacts, which should be valuable for making optimal scheduling decisions, but the high probability of incorrect predictions may make these predictions less valuable even harmful.

2) \textbf{Prediction granularity has little influence on the prediction accuracy}: We have already known that far-future predictions are less accurate, however, if the $\delta$ is the same, it is still unknown whether there will be a significant difference for the accuracy obtained by using different prediction granularity. Therefore, we train three LSTM models with a prediction granularity of 1min, 2min, and 4min respectively. We denote these three models as LSTM-1, LSTM-2, and LSTM-4. Then we select three fixed $\delta$ (8min, 16min, and 24min), and in each timeslot $t$, we use the above three models to predict the coordinate of all vehicles at future three timeslots ($t+8$, $t+16$, $t+24$).

As we can see from Figure \ref{fig:gran}, the performance of the three models are approximately equal in both the prediction precision rate and recall rate. Compared with the difference brought by different $\delta$, the precision and recall changes caused by the predicted granularity are very small when under the same $\delta$. This feature helps us better realize the loosely coupled relationship between the scheduling system and the prediction algorithm, which will enhance the practicability of our scheduling scheme. Because the prediction granularity cannot be changed after the model is trained, if the impact of the prediction granularity is great, we must carefully design a prediction granularity when model training in order to obtain better results. If so, the scheduling system will rely on certain specific trajectory prediction algorithms. But now we can only use the output of the prediction algorithm and no longer care about its specific implementation.

\section*{V. System Design}

In this section, we design a scheduling system to offload elastic traffic under an imperfect trajectory prediction environment, and the system should make the scheduling decisions in an online manner.

\subsection*{A. A Simple Case: scheduling a single request in an opportunistic network}

As we explained before, a vehicle can communicate with one RSU/vehicle when it moves into the transmission range of the RSU/vehicle, and the duration of each communication contact is limited. Therefore, a transmission path involves two dimensions, i.e., space and time. Finding paths for a request in time-varying opportunistic networks is usually solved using Time Expansion Graph (TEG).
Assume \( V_1 \) requests a file at \( t_0 \), and the deadline of this request is \( t_4 \). There are other two vehicles in the scene, \( V_2 \) and \( V_3 \). Figure 4 shows the TEG to make a scheduling decision (i.e., determining transmission paths) for this request. In the TEG, the content server is represented by the node \( S \), and all RSUs are represented by nodes \( U_j (j = 1, 2, \ldots) \). \( S \) is connected to each \( U_j \) because they can communicate anytime they want. For each vehicle \( V_k \) in the system, we create a set of nodes \( V_{k,i} \), and \( V_{k,i} \) represents the vehicle \( V_k \) during the timeslot \( t_i \).

The edge connecting \( V_{k,i} \) with \( V_{k,i+1} \) (i.e. the same vehicle in consecutive timeslots) means the vehicle can carry the transmitted content across timeslots. This kind of edge always exists for any \( k \) and \( i \). The edge connecting \( V_{k,i} \) with \( V_{k',i} \) (i.e. two vehicles in the same timeslot) means \( V_k \) can transmit content to \( V_{k'} \) in the timeslot \( t_i \). This edge exists when and only when the prediction algorithms predict there will be a contact between the two vehicles \( V_k \) and \( V_{k'} \) in the timeslot \( t_i \).

As described above, at \( t_0 \) we can construct the TEG based on the prediction results given by a prediction algorithm, as shown in Figure 4. Finding usable paths for the request of \( V_1 \) is equal to finding paths between \( S \) and \( V_{1,4} \) in the graph, which is a traditional problem and has been solved. In our example, there are four usable paths, which are presented at the bottom of the graph.

![Figure 4: An example of Time Expansion Graph (for a single request initiated by \( V_1 \)).](image)

In our system, the TEG is constructed when the system starts to run. In the beginning, the TEG only contains node \( S \) and each \( U_j \). Then, all vehicles that participate in this offloading system will regularly report their historical coordinates. The trajectory prediction method will obtain their near future coordinates, which can be used to create the nodes \( V_{k,i} \) in the TEG. If a vehicle sends out a request, in addition to the request information, it will also send the latest historical coordinates of the recent \( L \) timeslots, which will be used by the trajectory prediction method to update this target’s future coordinates.

**B. Challenges in designing a scheduling system**

The above example considers only a single request. The TEG is constructed for four timeslots (\( t_1 \) to \( t_4 \)) because the deadline of the request is \( t_4 \). The TEG graph covers the whole lifetime of this request. However, the lifetime of a request can be very long, and there can be many requests, and they arrive at different timeslots with different deadlines.

Let us name the time covered by one scheduling operation as a **scheduling window**. For any request, the TEG always covers the whole lifetime, but the scheduling window is adjustable. The system should carefully determine the length of a scheduling window. Taking the whole lifetime as a scheduling window brings at least two problems. First, the time to find usable paths between two nodes is at least \( O(V^2) \), where \( V \) is the number of nodes in the graph, which means a larger graph can make it more difficult to make scheduling decisions in a real-time manner. Second, a large scheduling window means that predictions for far-future timeslots are used during this scheduling operation. As we demonstrated in Section IV, far-future predictions are more likely to be incorrect, and scheduling decisions based on incorrect predictions will fail and degrade the throughput of the vehicle network. A short scheduling window also has a negative effect. Paths across more timeslots than the scheduling window cannot be used by the scheduling system, which may also deteriorate the system performance. Therefore, the **size of each scheduling window**, denoted by \( \lambda \), should be carefully determined. In this paper, for request \( i \), we refer to the ratio of its remaining demand to the remaining lifetime as its demand intensity, denoted by \( D_i \). The determination of the scheduling window should first adapt to the trajectory prediction algorithm used by the system. Then, the scheduling window of different requests should adapt to their respective request intensity.

The other problem is how to schedule multiple requests. Usable paths of different requests may compete for the same networking resource, and we have to decide which request can use the resource. Also, there may exist multiple usable paths for a request. Therefore, **how to scheduling multiple requests with multiple usable paths also needs to be decided**. It is worth noting that the competition of multiple requests and multiple paths is not a new problem in this field, and there are already some methods [8], [26]. The key difference between our method and the existing methods is that we give the nearest usable path the highest priority, which is inspired by our measurement results.

We solve these two problems, i.e., determining the scheduling window size and solving the resource competition among requests, in V-C and V-D respectively.

**C. Determine scheduling window size and reduce the impact of imperfect predictions**

After a request arrives, the system first needs to determine the scheduling window for this request. If the scheduling window is smaller than its remaining lifetime, the system continues to determine a new scheduling window on the last timeslot of the current scheduling window. This process will be repeated until the request is satisfied or expires. That is, a request is satisfied through multiple scheduling windows. Next, we will describe how to determine the scheduling window’s size, which is a two-step approach.

1) **determining the maximum scheduling window**: The original intention of adopting a small scheduling window instead
of one entire lifetime comes from the fact that far-future predictions are less reliable. Therefore, a straightforward method is to select a fixed value as the size of all scheduling windows based on experience. This approach is simple, but it is difficult to apply it to scenarios with different prediction algorithms. Different cities may use different prediction algorithms. Besides, a model’s prediction accuracy may vary for some reasons, such as periodic retraining of the model. Therefore, the way to determine the scheduling window should be adaptive to different prediction accuracy.

Specifically, after the system starts running, we can collect the scheduling decision failure rate, which is defined as the ratio of the number of failed decisions to the total number of decisions. This is easy to do since RSUs can report to the central controller whether RSU-to-vehicle transmissions occur or not. The occurrence of contacts between vehicles can be reported by target vehicles. This communication burden is not significant because target vehicles can report the cumulative results over a while instead of reporting them in real-time. When collecting, we can count the proportion of transmission results over a while instead of reporting them in real-time. The central controller will then determine if contact information is available or not. The occurrence of contacts between vehicles can be calculated as:

\[ \text{Contact occurrence} = \frac{\text{Number of contacts}}{\text{Total number of transmission results}} \]

When collecting, we can count the proportion of transmission results over a while instead of reporting them in real-time. The central controller will then determine if contact information is available or not. The occurrence of contacts between vehicles can be calculated as:

\[ \text{Contact occurrence} = \frac{\text{Number of contacts}}{\text{Total number of transmission results}} \]

Therefore, the way to determine the scheduling window should be adaptive to different prediction accuracy.

If the prediction error rate does not exceed the threshold \( \eta \), the system can set a fixed value as \( \lambda \) to run the system. If \( \lambda^M \) is used as the scheduling window size, the prediction error rate would be within a range that we can accept. However, this step alone is not enough because all requests using the same window are prone to lose to long processing queue delays. For example, \( \lambda^M \) value is 5 timeslots, and we use this value as \( \lambda \) for all requests. We assume that the scheduler can handle up to 150 requests without significant queuing delay. 100 new requests arrive at \( t_0 \). The first scheduling window size begins at \( t_0 \), while the second begins at \( t_5 \). However, 75 new requests arrive at \( t_5 \), so the total number of requests that need to be processed at \( t_5 \) is 100+75=175, which will cause an obvious queuing delay. As can be seen from the above example, not only the new requests but also the old requests that arrived \( \lambda^M \) timeslot ago should be processed by the scheduler. If there are a lot of new requests arriving at both two timeslots, significant queuing delays will be introduced as the scheduler can’t process the requests quickly. Therefore, \( \lambda_M \) cannot be directly used as the scheduling window size for all requests, and the following step needs to be combined.

2) assigning different window sizes for requests based on their demand intensity: As mentioned above, different requests have different demand intensity \( D_j \). Here, we take the demand intensity as the basis for assigning different window sizes for requests. A small scheduling window means that the system may lose some cross-window V2V paths, but this has two benefits. First, the scheduling complexity in a single window is lower because fewer future timeslots are covered. More importantly, it means that this request has more scheduling opportunities. Since the trajectory prediction algorithm will constantly update the TEG contact information, the paths used by the scheduling with smaller windows are more reliable. However, this also means more frequent scheduling, which increases the processing burden of the system. Therefore, we assign small scheduling windows to high-intensity requests. Specifically, for multiple requests that arrive at the same time, the one with the highest intensity is assigned with the minimum scheduling window size \( \lambda_{\text{min}} \), usually \( \lambda_{\text{min}} = 2 \) timeslots, while the one with the lowest intensity is assigned with the maximum scheduling window size \( \lambda_{\text{max}} \), which equals to \( \lambda^M \). The scheduling window size for request \( i \) is calculated as:

\[ \lambda_i = \lambda^M - \frac{(D_i - D_{\text{min}})(\lambda^M - 2)}{(D_{\text{max}} - D_{\text{min}})} \]

where \( D_i \) is the demand intensity of request \( i \), while \( D_{\text{max}} \) and \( D_{\text{min}} \) represent the maximum and minimum demand intensity among all requests at the current timeslot, respectively.

In summary, we determine the size of the scheduling window for each request in this two-step approach. We first use an adaptive method to determine the system’s maximum scheduling window size, then set the value of \( \lambda^M \). Then we use the demand intensity to determine the window size for each request.

D. Scheduling for multiple requests with multiple paths

After the scheduling window for request \( i \) is determined, the system should make scheduling decisions within the scheduling window. Since the request may be satisfied with multiple scheduling windows, the demand of content that should be scheduled in a single window, which is termed as sub-demand \( q_i \), is also a part of the total residual demand. The proportion of \( q_i \) in \( Q_i \) is equal to the ratio of the window size to the remaining lifetime, i.e.

\[ q_i = \frac{Q_i}{t_d - t_{\text{now}}} \]

where \( Q_i \) is the remaining demand and \( t_{\text{now}} \) is the current timeslot.

The problem that we should address is how to make scheduling decisions. There are already some methods to solve this problem, such as the MMCD method [8]. The key idea of this approach is as follows. MMCD sorts multiple requests according to their deadline and gives higher priority to the requests where closer to the deadline to solve the competition among multiple requests. There may exist multiple useable paths for a single request. These usable paths are ranked from high to low according to their capacity. The scheduler selects these paths gradually to make scheduling decisions until the request is satisfied or all paths are used. Their experiments show that MMCD can achieve good throughput and delay. These results can only be achieved under perfect trajectory prediction algorithms as they only use path capacity to choose candidate paths. A contact’s capacity is related to the distance of the two nodes, and when trajectory prediction is not accurate, the capacity information is not reliable. To solve this defect, we propose Closest Path with Maximum Capacity first (CPMC).
We still use EDF (The Earliest Deadline First) to resolve the contention among multiple requests. The difference is the way to make scheduling decisions on multiple transmission paths. In this paper, we call these usable transmission paths as candidate paths. We observe that each candidate path has two properties. One is the path capacity. The capacity of a V2I path is equal to the capacity of RSU→target link, while the capacity of a hybrid path is the smaller value of the capacity between the two opportunistic links. The second property is the last-hop time. It refers to the timeslot where the last hop transmission occurs on the path. In a V2I path, it refers to the timeslot at which the RSU→target occurs, while in a hybrid path, it is the timeslot at which the helper→target occurs.

Let us illustrate our CPMC strategy with the example in Figure 4. The capacity and last-hop time of the four candidate paths in Figure 4 are 120, 90, 70, 80 and maximum capacity. As a result, for the four candidate paths the path with the smallest last-hop time value, and for multiple reliable the prediction results will be. In other words, the path result in Section IV. Since last-hop time indicates the farthest timeslot at which the RSU→target occurs. Combining these two properties, which is inspired by our measurement which is greater than 0, then add the scheduling decision, represented by a triplet (request-id, transmission path, transmission amount), to the set Ω. After that, the remaining bandwidth of the RSU and link capacities will be updated. Finally, if qi − X is greater than 0, it means that the current scheduling demand has been satisfied. Otherwise, continue to the next candidate path until all candidate paths have been executed.

The time complexity of the entire algorithm is O(λL). The value of λ will not be very large, usually small than 100, and L is the size of set M. Since each vehicle’s communication range is several hundred meters, the number of other vehicles located in this range is limited. Therefore, the value of λL is on the order of 10^3.

Algorithm 1 Scheduler (CPMC)

Input: sub-demand qi, current time τ, window size λi
Output: scheduling decisions: Ω

1. for each t in range (τ + 1, τ + λi) do
2.     M ← get candidate path for i whose last-hop time is t
3.     Rank M according to path capacity
4.     for each path r in M do
5.         if r is hybrid path (Uj → Vk → Vi) then
6.             X ← min( Bj, Cj, Ck, Vi, qi )
7.         if X > 0 then
8.             add (i, Uj, Vk, Vi, X) to Ω
9.         Update Bj, Cj, Ck, Vi
10.        if r is V2I path (Uj → Vi) then
11.           X ← min( Bj, Vi, qi )
12.          if X > 0 then
13.            add (i, Uj, Vi, X) to Ω
14.          Update Bj, Vi
15.            qi ← qi − X
16.            if qi ≤ 0 then
17.                return Ω
18. return Ω

In summary, we first use EDF to resolve the contention among multiple requests. Then, Algorithm 1 is used by the i-Offload system to make scheduling decisions for each request i. The algorithm’s input includes the sub-demand qi, current timeslot τ, and the scheduling window size λi. The output is a series of scheduling decisions, represented as set Ω. We do the following operations for each timeslot t from near to far in the scheduling window. First, we get all candidate paths whose last-hop time property is t for request i, that is, all paths from node S to Vi, in the TEG. We put all candidate paths into the set M and sort the paths according to their capacities from high to low. Then we make a scheduling decision on each path r. We first determine the scheduling amount X, which is the minimum value among the remaining bandwidth of the RSU Bj, the path capacities, and qi. If X is greater than 0, then add the scheduling decision, represented by a triplet (request-id, transmission path, transmission amount), to the set Ω. After that, the remaining bandwidth of the RSU and link capacities will be updated. Finally, if qi − X is greater than 0, it means that the current scheduling demand has been satisfied. Otherwise, continue to the next candidate path until all candidate paths have been executed.

E. i-Offload system

Based on the above designs, we propose our scheduling system, i.e., i-offload, and the overview is shown in Figure 5. When new request i = (Ri, ti, td, Qi) and the target’s historical coordinates Si arrive at timeslot ts, the first module should go through is Schedule Window Determination (SWD). This module will determine the scheduling window’s size for this request and form a sub-request from request i, which will be sent to the following modules. Then, the SWD module will inform the target vehicle Ri that the current scheduling window size is λi. As long as the request is alive or not be satisfied, the module will treat it as an active request. At the last timeslot of the current scheduling window, the target vehicle will send an update message about the remaining demand Qi and the latest historical trajectory Si. In this way, the system can obtain more accurate prediction results and request demand information. The system can then determine a new scheduling window and continue to make decisions for it until the request times out or is satisfied.

The system uses the Trajectory Prediction module and Decision Making module to make scheduling decisions for the sub-request. The Trajectory Prediction module is a third-party application, and its specific implementation is not included in
our design. The Decision Making module contains two components, i.e., an EDF queue and a scheduler which implements Algorithm 1. After all requests in the EDF queue are processed according to Algorithm 1, if there still exist free transmission links in the next timeslot, the scheduler will make further use of these remaining resources. Specifically, the system will make additional scheduling decisions with these free links for all active requests according to the CPMC principles.

The Trajectory Prediction module’s output is used to update link resource information, and the time required to make prediction results will directly affect the delay in decision making. So we must evaluate the time required for existing trajectory prediction methods to produce prediction results. We choose the LSTM prediction method to predict the trajectory coordinates of 10,000 vehicles in the next 20 timeslots and record the required time. We conduct our measurements on an Intel Xeon CPU and an NVIDIA TITAN XP GPU. We repeat the measurement 1,000 times and take the average of the required time as our measurement result. The final result shows that it takes about 11 ms to get the coordinates of 10,000 vehicles, and the GPU utilization rate is 90%. And we can further reduce the time required for large-scale prediction by increasing the GPU’s computing power. Therefore, the time required for existing trajectory prediction methods will not cause significant delay to our scheduling algorithm, and our system can be applied to large-scale urban scenarios.

VI. Simulating Prediction Results with Different Accuracy

To evaluate our scheduling system’s performance, we need to run it in a series of trajectory prediction algorithms with different accuracy. Therefore, in this section, we will discuss how to simulate prediction results with different accuracy. We first introduce an existing model, i.e., fog-of-war, and point out some shortcomings of this model. Based on the fog-of-war, we make some improvements and propose our model, dense-fog.

A. The fog-of-war model

The fog-of-war model is proposed by Malandrino et al. in [7]. It assumes that it has had a ground-truth dataset of vehicles’ locations within a period, which means future contacts have been known accurately. Based on this dataset, the fog-of-war model adds noises to real contacts to generate imperfect prediction results. The noises are generated using parameters specified by users to simulate prediction algorithms with different performance characteristics. Specifically, for each real contact in the dataset, do the following two steps to generate the corresponding simulated result.

1) A Gaussian distribution is generated to represent the prediction noise, where the mean is zero, and the variance is $\sigma_p^2$. The value of $\sigma_p^2$ depends on the type of this contact. If it is a V2I contact, $\sigma_p^2 = \sigma_{0,p}^2 \Delta t$, where $\sigma_{0,p}$ is the accuracy parameter specified by users and $\Delta t$ is the prediction distance in time. If the contact is V2V type, $\sigma_p^2 = 2 \times \sigma_{0,p}^2 \Delta t$.

2) Extract a realization $v$ from the above distribution. If $|v| \leq 1$, the model thinks that this contact can be predicted accurately. Otherwise, the contact is evicted, and a new, spurious contact is created, and the contact nodes are chosen among all nodes randomly.

This model can generate multiple sets of prediction contacts with different accuracy by changing the value of $\sigma_{0,p}$.

However, we find that the fog-of-war model is not sufficient to characterize the LSTM-based prediction algorithm.

Firstly, this model can only characterize prediction algorithms with the same precision and recall rate. However, these two metrics are usually unequal, which can be illustrated by Figure 2. Let’s think back the definition of precision rate ($N_p^g/N_p^g$) and recall rate ($N_p^o/N_p^o$). When the denominators of these two metrics are the same, the two metrics always remain the same. Since the fog-of-war generates the prediction result one-to-one based on real contacts, the number of real contacts and the number of predicted contacts generated are exactly the same, i.e., $\delta_p$ are always the same as $\delta_g$.

Secondly, this model does not consider the particularity of stationary vehicles. In practice, the contacts between two long-time stationary vehicles can be predicted accurately by the LSTM method.

Thirdly, the assumption about the prediction inaccuracy of V2V contacts and V2I contacts may not hold in the LSTM method. The fog-of-war model assumes that the prediction inaccuracy of V2V contacts is twice that of V2I contacts, which is reflected in their variance calculation formula. They argue that the two communicating entities of a V2V contact are both moving, while only one entity of a V2I contact is moving. However, this assumption does not apply to the previous LSTM method. To reveal this, we take the following measurements.

We first measure the prediction and recall rate of the LSTM method for V2I and V2V contacts. The results are shown in Figure 6-(a), which demonstrates the assumption in the fog-of-war model does not hold in our scenario. We conjecture that it is because here we concern about whether a contact can occur (i.e., the distance between two vehicles) instead of the accuracy of predicted locations of each individual vehicle. For example, if two vehicles have the same recent historical trajectories, the LSTM tends to make the same incorrect predictions for two vehicles. Although the predicted locations are incorrect, the algorithm still predicts there will be a contact, which is a correct prediction. To verify the
conjecture, for each contact (assuming it is between \(V_i\) and \(V_j\), we further plot \(de(i) + de(j)\) (the sum of the deviation between the predicted location and the real location of each vehicle) and \(dis^S(i, j) − dis^S(i, j)\) (the deviation between the predicted distance between two vehicles and their real distance) in Figure 6-(b). Here, each blue dot represents the information about a contact. We can see that only a small part of the points have abscissa values less than 500m (the left part of the yellow dashed line). This indicates that a lot of predicted contacts will really occur, although the predicted locations of the corresponding vehicles are incorrect.

B. The dense-fog model

Based on the above measurements and analyses, we make some improvements on the fog-of-war and propose our model, dense-fog. The dense-fog model also uses real contacts as ground truth and generates prediction results with different accuracy by making the following changes on the fog-of-war.

1) Find out stationary vehicles. Contacts between these stationary vehicles can be predicted correctly.
2) For other contacts, we continue to use the fog-of-war to generate simulated contacts. The difference is that when calculating \(\sigma^2\), both V2V and V2I contacts are calculated by \(\sigma^2 = \sigma^2 \Delta t\).
3) Make up for the defect that the number of contacts generated by the simulation is different from the ground truth by adding or discarding some contacts generated in the second step. Specifically, we find that the growth rate of the number of prediction contacts is proportional to \(\delta\), which can be seen in Figure 7-(a). We use the parameter \(\mu\) to represent the proportional, and the number of contacts that need to be added or deleted is calculated as \(N_m = \mu \delta\). When the value of \(N_m\) is positive, we randomly add \(N_m\) contacts which are not generated in step 2 and will not occur actually. Otherwise, delete \(N_m\) contacts randomly from contacts generated in step 2.

By changing \(\sigma_{0,p}\) and \(\mu\), our dense-fog model can generate a series of simulated contacts with different accuracy. For example, the prediction results generated by the LSTM prediction algorithm trained in Section IV can be simulated by the dense-fog model with \(\sigma_{0,p} = 1.04\) and \(\mu = 0.001\) (Figure 7-(b)). The dots in this figure represent the contacts generated by our dense-fog model. It can be seen from the figure that both the precision rate and recall rate are very close to the results generated by the LSTM method, which shows the feasibility of our model.

VII. EVALUATION

In this section, we will evaluate our i-Offload system.

A. Settings

Road Topology and Vehicle Trajectory. Koln dataset proposed in [34] is used as the vehicle trajectories in our evaluations. This dataset covers a region of 400 km\(^2\) for 24 hours in a working day. In this paper, we choose two hours (08:00-09:59) as the running time of our system, and during this period, there are 44,000 vehicles. The timeslot size of the system is set to 10s. We take vehicle trajectories in the Koln dataset as ground truth and use the dense-fog model proposed in Section VI to generate prediction results with different precision rates and recall rates.

Network and Communication. Similar to [7], we assume that the deployment density of RSUs is 1/km\(^2\), with a total of 400 RSUs. These RSUs are deployed in 400 hot-spots, which are obtained by K-Means clustering of vehicle trajectories. The bandwidth from each RSU to vehicles is set to 200Mb per timeslot. According to [35], high throughput and reliable connection can be maintained within a distance of 200 meters. Therefore, we set the communication range radius of all nodes to 200m. Referring to the experimental results in [35], we set the mapping relationship between contact capacity and contact distance as follows ([m, m]: Mbps): \{[0, 40]: 23; [40, 80]: 21; [80, 120]: 14; [120, 160]: 8.5; [160, 200]: 4\}. For example, the contact capacity of two vehicles is set to 23 Mbps if the distance is smaller than 40 meters.

Content and Request. The size of the requested content is a random value from 100MB to 300MB. The content is divided and encoded into several blocks before transmission, and the size of each block is 128 kbit. In this paper, we denote the proportion of target vehicles in the total vehicles as \(p_t\), and the value of \(p_t\) is 0.5 in our evaluation. These target vehicles generate a total of 20,842 requests randomly within two hours, and the lifetime of each request ranges from 8min to 20min. To assess the network burden introduced by these requests, we calculate the ratio of all requests’ demand to the sum of contacts capacities between target vehicles and RSUs, and the result is 1.24. This value means that even if the prediction is 100% accurate, the transmission task could not be completed by V2I communication alone.

Baseline and Metrics. We compare our i-Offload system with two methods. One is MMCD [8]. MMCD first sorts the requests according to their deadline and then prioritizes the transmission path with a large capacity when choosing the candidate path. The other method is the i-offload system without the Schedule Window Determination module, denoted as i-woSW. Unlike the i-Offload, the scheduling window size of MMCD and i-woSW is the minimum between the request’s lifetime and the maximum prediction window.

We use the following two metrics to evaluate these three methods. The first is the scheduling throughput, which refers
to the ratio of the amount of data offloaded through the vehicular network to the total demands. The second is the **scheduling efficiency**, which is defined as the average amount of data that each scheduling decision can offload, that is, the ratio of the total offloading amount to the number of scheduling decisions.

**Urban Deployment Scenario.** To evaluate our system deeply, we design two simulation scenarios. The first is **Well-deployment Scenario**, in which the vehicular network deployment has been finished. In this scenario, there are more RSUs, and these RSUs are deployed in a hot-spot pattern. This deployment pattern is beneficial for improving scheduling throughput [36]. Besides, the Vehicle-to-Vehicle communication and cooperation platform has also achieved full coverage, which means that all vehicles can and are willing to become helpers. The other scenario is the **Early-deployment Scenario**, where the deployment of RSUs are sparse or non-hotspot deployed, and the V2V cooperation platforms are not widely deployed.

Next, we will evaluate our scheduling system using scheduling throughput and efficiency under the two scenarios.

### B. Performance in Well-deployment Scenario

In this subsection, we evaluate the offloading throughput and efficiency of our method under the Well-deployment Scenario.

1) **Throughput**: We first evaluate the scheduling throughput. When the recall rate is constant, the throughputs under different precision rates are approximately equal. This is unexpected but reasonable since at the same recall rate but different precision rates, the number of contacts that are predicted correctly is always the same, and all three methods will make full use of these resources. Therefore, with the same recall rate but different precision rates, the system throughput is almost the same.

   However, throughput performance varies significantly with different recall rates, as shown in Figure 8-(a). The abscissa in the figure represents the different prediction recall rates, from 0.9 to 0.1. The vertical axis represents the throughput. Three conclusions can be drawn from the figure. First, with the decline of the prediction recall rate, the throughput of all methods decreases, but the performance of the i-Offload is always better than MMCD and i-woSW. When the recall rate is 0.1, our method’s performance improves by 42% compared with that of MMCD. Second, as the prediction recall rate declines, our algorithm’s downward trend is slower, and a significant decline occurs when the recall rate is less than 0.2. Both of the above conclusions show that our method has a better performance in throughput when the trajectory prediction is imperfect. Third, the throughput of the i-Offload is always higher than i-woSW, which verifies our Scheduling Window Determination module’s rationality.

2) **Efficiency**: Next, we evaluate the efficiency of offloading. We set the value of the recall rate as 0.9 and 0.6 to represent a high and a low recall rate, respectively, while the precision rate is set as 0.9 and 0.4 to represent different precision rates so that there are four prediction environments. Experimental results show that both precision rate and recall rate influence offloading efficiency. This result is shown in Figure 8-(b), where the blue bars represent the results under high precision rate, and the orange bars represent the results under the low precision rate, which are marked with ‘H’ and ‘L’ respectively in the figure.

   From this figure, we can draw the following three conclusions. First of all, under the same recall rate, the prediction environment with a high precision rate has a high offloading efficiency, which is intuitive because the system always needs more scheduling decisions to satisfy requests at a low precision rate. Similarly, under the same precision rate and different recall rates, it is obvious that a high recall rate corresponds to high offloading efficiency. Secondly, no matter what kind of prediction environment, the scheduling efficiency of the i-Offload is 25%-45% higher than that of the MMCD method. Thirdly, by comparing i-Offload and i-woSW methods, it can be found that the existence of the Scheduling Window Determination module is also beneficial for improving scheduling efficiency.

3) **Running time**: To evaluate the practicability of the i-Offload system, we test our system’s running time using different vehicles and contacts number. The number of vehicles ranges from 2,000 to 44,000. We conduct our measurement on an Intel Core i7-8700 CPU. As Figure 9 shows, the left coordinate axis represents the number of vehicles appearing in the scene, and the right coordinate axis represents the number of contacts. The vertical axis represents the average running time for i-Offload to make decisions. The average running time is the ratio of the total time that the system uses to make scheduling decisions to the number of all requests.

   From the figure, we can see that the running time increases slowly with the number of vehicles and contacts. Even in the case of 44,000 vehicles and 2.5×10^7 contacts, our system can still make decisions within 160 ms, which shows that i-Offload can make decisions quickly.

### C. Performance in Early-deployment Scenario

In this subsection, we evaluate the offloading throughput and efficiency under the Early-deployment Scenario. The deployment of vehicular networks includes two important parts. One is the deployment of RSUs, which contains the deployment pattern and density. The other is the deployment of Vehicle-to-Vehicle communication and cooperation platforms.

1) **Infrastructure deployment**: We denote the well-deployment scenario as ‘h-400’, that is, 400 RSUs are de-
deployed in a hot-spot pattern. In the early stages of infrastructure deployment, we envision three possible scenarios.

1) h-200: There are only 200 RSUs in the scenario, and all of the RSUs are deployed in a hot-spot pattern.
2) uniform: There are 400 RSUs in the scenario, but all RSUs are deployed with a ‘uniform’ pattern, that is, urban areas are divided into equal sub-areas, and RSUs are deployed beside roads in the middle of each sub-area.

We first compare the offloading throughput in three deployment scenarios. The result is shown in Figure 10-(a). It can be seen that under the two early-deployment scenarios, both scheduling methods perform poorly, especially in the case of ‘uniform’ deployment. Thus it can be seen that the RSU deployment has a significant impact on offloading throughput. Secondly, in both early-deployment scenarios, i-Offload shows better performance. Besides, the significant performance degradation of i-Offload occurs only after the recall rate was less than 0.2, which shows strong robustness to different prediction environments.

Then, we compare the offloading efficiency under three deployment scenarios, and the results are shown in Figure 10-(b). From the figure, we can see that i-Offload has the highest efficiency in the three scenarios. Besides, comparing the blue bars with the orange bars in the figure, a low density of RSUs will lead to a low scheduling efficiency. This is because either target vehicles or helper vehicles need to get the data from the RSU, and a low RSU density will lead to a low upper limit of available data.

Finally, we find that the efficiency under the ‘uniform’ deployment pattern also has a high value. It is because there are few candidate paths available when making decisions, which leads to a low number of scheduling decisions. Therefore, based on the results of these two figures, our method, i.e. i-Offload, is better than MMCD in the early stage of infrastructure deployment.

2) Helper cooperation platform deployment: We assume that vehicles’ cooperation is realized through a platform, and vehicles that install this platform can get data from other vehicles. Otherwise, vehicles can only obtain data from the infrastructure. In this paper, we denote the ratio of vehicles that install this platform to the total vehicle number as hp. An ideal vehicular network scenario is that all vehicles are equipped with this platform, that is, hp = 1. However, in the promotion process, it is impossible to achieve full coverage. Therefore, in this part, we keep the total number of vehicles in the urban area unchanged and change hp. In the experiment, the prediction results’ recall rate and precision rate are set to 0.5 and 0.4, respectively, and the scheduling throughput and efficiency under different hp is evaluated.

The scheduling throughput and efficiency are shown in Figure 11. From Figure 11-(a), we can see that the scheduling throughput of i-Offload and MMCD both decreases as the hp decreases, but the decline in i-Offload is smaller. The following two reasons cause this. The first is that when V2V connections are reduced, more V2I links are used. This can be demonstrated by the offloading efficiency in Figure 11-(b), where when hp is decreasing, the scheduling efficiency of i-Offload is increasing. The second reason is that due to the Scheduling Window Determination module, cross-window paths are not used by the i-Offload to transfer data. Therefore, the reduction of hp has less impact on i-Offload than on MMCD.

In summary, our method is better than MMCD for the gradual deployment of vehicular networks under the imperfect prediction environment.

VIII. CONCLUSION

In this paper, we propose i-Offload to solve the elastic traffic offloading problem in vehicular networks under an imperfect trajectory prediction algorithm. First, we measure the LSTM prediction method that has been widely used recently, and obtain the factors that influence prediction accuracy. Then, based on the enlightenment from the measurement experiments, we design the i-Offload system to solve the above offloading problem. Finally, we point out the shortcomings of the existing method for modeling the accuracy of prediction results and make some improvements on it. The modified model can simulate a series of prediction results with specified accuracy, which can help evaluate scheduling algorithms’
performance. The experimental results show that our method achieves higher scheduling throughput and efficiency under an imperfect trajectory prediction environment.
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